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exhibiting asymmetric sawtooth features with sharp jumps of dµ/dn. 
Moreover, dµ/dn becomes negative before all integer fillings of the con-
duction flat band32, a clear signature of strong electronic interactions.

The systematic B|| dependence of dµ/dn at θ = 1.05° is shown in Fig. 3a. 
dµ/dn hardly changes with B|| around the CNP, but exhibits an even–odd 
dependence around integer fillings: at even fillings the sawtooth weakens 
(ν = −2) or hardly changes (ν = 2) with B||, whereas at odd fillings (ν = 1, 3) it 
strengthens with B||. This reflects alternating spin polarizations as integer 
fillings are crossed, consistent with previous transport observations3–6.

The prominent magnetic-field dependence of the sawtooth feature 
around ν = 1 allows us to study its energetics more closely. Figure 3b 
shows µ as a function of ν for various B||. At every ν, µ depends approxi-
mately linearly on B||, but with a different slope (Fig. 3b, top inset). By 
Maxwell’s relation we know that dM||/dn ≡ −dµ/dB||, thus these measure-
ments allow us to determine the differential magnetization, dM||/dn, 
directly. Figure 3b, bottom inset, plots dM||/dn as a function of ν for 
θ = 1.05° and 0.99°. At θ = 1.05°, dM||/dn is nearly zero over a finite range 
around ν = 0, then rises slowly with ν, and near ν = 1 rapidly increases to 
dM||/dn ≈ (4.5 ± 0.3)µB, followed by a sharp drop to near zero (here µB 
is the Bohr magneton). This large dM||/dn indicates a rapid build-up of 
magnetization near ν = 1. The linear B|| dependence of µ, observed to the 
lowest B|| (Fig. 3b, top inset), suggests that the system has spontaneous 
magnetization near and above ν = 1. In contrast, for θ = 0.99° we see 
that dM||/dn ≈ 0 throughout the entire filling factor range (see also Sup-
plementary Information section 8), emphasizing that the emergence 
of flavour symmetry breaking and magnetization near ν = 1 depends 
sensitively on the proximity of θ to the MA.

Finally, we show the temperature dependence of dµ/dn in Fig. 3c. 
The sawtooth features remain strong even at the highest temperature 

achievable in our scanning setup, T = 16 K, and extrapolate to zero at 
T ≈ 30 K (Supplementary Information section 12), seven times higher 
than the temperatures where insulating behaviour commences in trans-
port measurements3,5,6,33,34. Independently, we estimate the energy 
scale associated with the Dirac revivals from the measured depth of the 
kinks in µ (Fig. 2d), obtaining ∆µ ≈ 4 mV. This substantially exceeds the 
activation energies measured in transport3,5,6, which were associated 
with correlated gaps, but is comparable to the scale over which ‘strange 
metal’ behaviour was observed in transport33,34. This suggests that the 
Dirac revivals underlie the high-energy correlated state of this system.

These robust features of the compressibility call for a theoretical 
understanding. Many features of our data are captured surprisingly well 
within a simple model that includes certain key elements but ignores 
many details of the complex electronic structure of the flat moiré bands. 
A typical calculated band structure (Fig. 4a) shows a strong asymmetry 
of the conduction and valence flat bands around their centres, evolving 
from a Dirac-like density of states (DOS) at the CNP to a massive DOS 
near the band edges. We believe that two features of this band structure 
are responsible for the observed behaviour: the strong dependence 
of the DOS on filling, and its inherent asymmetry about the centre 
of the conduction (or valence) band. We capture these features in a 
stripped-down model, which replaces the DOS by a linear function 
that terminates abruptly at the band edges (Fig. 4a, right). We assume 
a contact repulsive interaction, which is independent of the spin/valley 
flavour index, and solve the model within the Hartree–Fock approxima-
tion, allowing for spin/valley symmetry breaking via an unequal popu-
lation of different flavours (see Supplementary Information sections 
10, 15 for details and a discussion of the applicability and limitations 
of these approximations).
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Fig. 3 | Dependence of the asymmetric sawtooth features at θ = 1.05° on 
parallel magnetic field and temperature. a, Parallel field dependence: shown 
is dµ/dn measured in sample A as a function of filling factor around ν = −2, 0, 1, 2, 
3 (left to right) at various values of B|| and T = 50 mK. (Grey lines indicate shadow 
sawtooth-like features arising from nearby domains with smaller twist angles 
that are also detected by the SET owing to its finite spatial resolution.) b, µ as a 
function of ν for various values of B|| obtained by integrating the measured  
dµ/dn; µ is referenced to the chemical potential at the CNP, µCNP. Top inset, µ as a 
function of B|| at selected values of ν (green, red, blue and grey dashed lines in 

main panel). Bottom inset, the differential magnetization dM||/dn ≡ −dµ/dB|| 
(extracted from a linear fit to the B|| dependence of µ at each ν) as a function of ν 
measured at θ = 1.05° (red) and 0.99° (blue). However, for θ = 0.99°, dM||/dn 
remains practically zero throughout, it peaks sharply near ν = 1 for θ = 1.05°, 
reaching a value of (4.5 ± 0.3)µB, signifying the build-up of spontaneous 
magnetization that starts around this peak. c, Temperature dependence:  
the measured dµ/dn is shown as a function of ν at various temperatures,  
T, at B|| = 12 T.
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A typical result for dµ/dn for an interaction strength comparable to 
the band width is shown in Fig. 4b. The resemblance to the experimental 
data is apparent, with asymmetric sawtooth-like features appearing 
at integer values of ν, preceded by sharp drops of dµ/dn to zero. The 
corresponding µ (Fig. 4c) also captures the main features of the experi-
ments (Fig. 2d, c). Figure 4d shows the population of the individual 
flavours versus the total filling factor, revealing a cascade of phase 
transitions with increasing carrier density. For intermediate interac-
tion strengths, near charge neutrality, all four flavours are populated 
equally. In this specific example there are first-order transitions near 
ν = 1 and ν = 2, where one flavour becomes nearly filled, while the other 
flavours are pushed downwards towards charge neutrality. Closely 
after these transitions, there are ‘Lifshitz’ transitions, where the filling 
of the majority flavour reaches 1. This Lifshitz transition explains the 
sawtooth features in dµ/dn: before the transition, the density of states 
at the Fermi level is dominated by the massive majority flavour, whereas 
after the transition it is strongly decreased owing to the Dirac character 
of the remaining flavours whose occupations are reset to near the CNP. 
Depending on model details, the first-order and Lifshitz transitions 
may coincide and the majority flavour may jump directly to full filling  

(Supplementary Information section 11). Flavour polarization may also 
be initiated by a second-order transition (for example, preceding ν = 3 
in Fig. 4d). In our model, the sharp dips where dµ/dn approaches zero 
appear at the first-order phase transitions, and reflect a spatial breakup 
of the system into domains of the corresponding phases.

For stronger interaction, the spin/valley symmetry may be broken 
even at charge neutrality (see Supplementary Information section 11), 
but there is no corresponding evidence for that in our experiments, 
and thus we focus on intermediate interaction strengths, where in 
our model the ν = 0 state is valley and spin symmetric. In the Supple-
mentary Information we discuss extensions of this minimal model, 
including a more complex DOS with van Hove singularities (Supple-
mentary Information section 12) or long-range Coulomb interactions 
(Supplementary Information section 16). While details of the computed 
dµ/dn change, the overall features remain similar to those obtained 
from the simple model.

Our experiments and corresponding theory predict that the flavour 
symmetry will be broken with a 4-, 3-, 2-, 1-fold degeneracy following 
fillings of ν = 0, 1, 2, 3 (Supplementary Information section 17). This 
was indeed observed experimentally3–6,31 (with one possible excep-
tion, above ν = 1, possibly due to the rather sparse and inconclusive 
data). It also predicts that the Landau fans will always point away from 
the CNP11, except at ν = 4 where they should point towards the CNP 
(Supplementary Information section 17), reproducing experimental 
observations3–6,31. Another consequence of Dirac revivals is that cor-
related gaps will appear at integer filling only if the Dirac spectrum is 
gapped11,15,17, suggesting a possible connection between a gap at the CNP 
and the correlated gaps at integer filling factors. From our data we can 
place an upper bound of approximately 1 meV on a possible thermo-
dynamic gap hidden within our experimental resolution, consistent 
with the 0.14–0.9 meV activation gaps measured so far in transport3–6.

The observed cascade of sharp asymmetric compressibility features 
is naturally interpreted in terms of breaking of the spin/valley sym-
metries at these fillings, which revives the Dirac-like character of the 
carriers after each transition. These features appear at temperatures 
far above the onset of the superconducting and correlated insulating 
states, indicating that the state observed here is the high-energy cor-
related state from which superconductors and insulators emerge at 
lower temperatures.
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Fig. 4 | Phase transitions and Dirac revivals model. a, Band dispersion (left) 
and density of states (DOS; centre) of the valence and conduction flat bands, 
calculated from a continuum model1,9 for a twist angle of θ = 1.04°. Our theory 
uses a simplified version of this DOS, with a triangular energy dependence 
(right), capturing the two essential features of the band structure: first, the 
gradual increase of the DOS from a Dirac-like dispersion at the CNP to a massive 
dispersion at the top and bottom band edges; and second, the consequential 
asymmetry of this DOS around the valence and conduction band centres.  
b, Calculated dµ/dn versus ν (obtained using the Hartree–Fock approximation; 
see text and Supplementary Information for details), showing apparent 
resemblance to the measured data (for example, Fig. 2). c, Calculated chemical 
potential, µ, versus ν. d, The partial densities of individual flavours, ni (i = 1..4) as 
a function of ν. The flavours start with fourfold degeneracy at charge neutrality, 
but then, close to an integer ν, experience a phase transition, after which one 
band takes all carrier from the other three (occurring in the shaded blue 
region). When the former band becomes full, the other three start refilling 
again from near the Dirac point. The beginning of this refilling corresponds to 
the Lifshitz transition (the jump in dµ/dn, in b). This process repeats 
periodically near all integer filling factors, but each time with one less band, 
and can start with a first- or a second-order phase transition (arrows). The 
first-order transitions are followed by phase mixing regions where the partial 
densities interpolate linearly between those of the two phases. The flavour 
filling is illustrated on top (blue represents filled states).

Cascade Transition: broken flavour symmetry
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Superconducting Phase Diagram for MA TBG
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proximity effects. The carrier density n is tuned by applying a voltage 
to a Pd/Au bottom gate electrode. In Fig. 1b we show the longitudi-
nal resistance Rxx as a function of temperature for two magic-angle 
devices, M1 and M2, with twist angles of 1.16° and 1.05°, respectively. 
At the lowest temperature studied of 70 mK, both devices show zero 
resistance, and therefore a superconducting state. The critical temper-
ature Tc as calculated using a resistance of 50% of the ‘normal’-state 
(non-superconducting) value is approximately 1.7 K and 0.5 K for the 
two devices that we studied in detail. In Fig. 1c, d we show a single- 
particle band structure and density of states (DOS) near the charge 
neutrality point calculated for θ = 1.05°. The superconductivity in both 
devices occurs when the Fermi energy EF is tuned away from charge 
neutrality (EF = 0) to be near half-filling of the lower flat band (EF < 0, 
as indicated in Fig. 1d). The DOS within the energy scale of the flat 
bands is more than three orders of magnitudes higher than that of 
two uncoupled graphene sheets, owing to the reduction of the Fermi 
velocity and the increase in localization that occurs near the magic 
angle. However, the energy at which the DOS peaks does not gener-
ally coincide with the density that is required to half-fill the bands. 
In addition, we did not observe any appreciable superconductivity 
when the Fermi energy was tuned into the flat conduction bands 
(EF > 0). In Fig. 1e we show the current–voltage (I–Vxx, where Vxx 
is the four-probe voltage, as defined in Fig. 1a) curves of device M2 
at different temperatures. We observe typical behaviour for a two- 
dimensional superconductor. The inset shows a tentative fit of the 
same data to a Vxx ∝ I3 power law, as is predicted in a Berezinskii–
Kosterlitz–Thouless transition in two-dimensional superconductors23. 
This analysis yields a Berezinskii–Kosterlitz–Thouless transition tem-
perature of TBKT ≈ 1.0 K at n = −1.44 × 1012 cm−2, where, as before, 

n is the carrier density induced by the gate and measured from the 
charge neutrality point (which is different from the actual carrier  
density involved in transport, as we show below).

In contrast to other known two-dimensional and layered super-
conductors, the superconductivity in magic-angle TBG requires the 
application of only a small gate voltage, corresponding to a minimal 
density of only 1.2 × 1012 cm−2 from charge neutrality, an order of mag-
nitude lower than the value of 1.5 × 1013 cm−2 in LaAlO3/SrTiO3 inter-
faces and of 7 × 1013 cm−2 in electrochemically doped MoS2, among 
others24. Therefore, gate-tunable superconductivity can be realized 
in a high-mobility system without the need for ionic-liquid gating or 
chemical doping. In Fig. 2a we show the two-probe conductance of 
device M1 versus n at zero magnetic field and at a 0.4-T perpendic-
ular magnetic field. Near the charge neutrality point (n = 0), a typical 
V-shaped conductance is observed, which originates from the renor-
malized Dirac cones of the TBG band structure. The insulating states 
centred at approximately ±3.2 × 1012 cm−2 (which corresponds to ns 
for θ = 1.16°) are due to single-particle bandgaps in the band structure 
that correspond to filling ±4 electrons in each superlattice unit cell. In 
between, there are conductance minima at ±2 and ±3 electrons per 
unit cell. These minima are associated with many-body gaps induced by 
the competition between the Coulomb energy and the reduced kinetic 
energy due to confinement of the electronic state in the superlattice 
near the magic angle; these gaps give rise to insulating behaviour near 
the integer fillings18. One possible mechanism for the gaps is similar 
to the gap mechanism in Mott insulators, but with an extra two-fold 
degeneracy (for the case of ±2 electrons) from the valleys in the origi-
nal graphene Brillouin zone17,18,25,26. In the vicinity of −2 electrons 
per unit cell (n ≈ −1.3 × 1012 cm−2 to n ≈ −1.9 × 1012 cm−2) and at a 
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Figure 2 | Gate-tunable superconductivity in magic-angle TBG. 
a, Two-probe conductance G2 = I/Vbias of device M1 (θ = 1.16°) measured 
in zero magnetic field (red) and at a perpendicular field of B⊥ = 0.4 T 
(blue). The curves exhibit the typical V-shaped conductance near charge 
neutrality (n = 0, vertical purple dotted line) and insulating states at the 
superlattice bandgaps n = ±ns, which correspond to filling ±4 electrons 
in each moiré unit cell (blue and red bars). They also exhibit reduced 
conductance at intermediate integer fillings of the superlattice owing to 
Coulomb interactions (other coloured bars). Near a filling of −2 electrons 
per unit cell, there is considerable conductance enhancement at zero field 
that is suppressed in B⊥ = 0.4 T. This enhancement signals the onset of 

superconductivity. Measurements were conducted at 70 mK; Vbias = 10 µV. 
b, Four-probe resistance Rxx, measured at densities corresponding to 
the region bounded by pink dashed lines in a, versus temperature. Two 
superconducting domes are observed next to the half-filling state, which 
is labelled ‘Mott’ and centred around −ns/2 = −1.58 × 1012 cm−2. The 
remaining regions in the diagram are labelled as ‘metal’ owing to the 
metallic temperature dependence. The highest critical temperature 
observed in device M1 is Tc = 0.5 K (at 50% of the normal-state resistance). 
c, As in b, but for device M2, showing two asymmetric and overlapping 
domes. The highest critical temperature in this device is Tc = 1.7 K.
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Figure 1a is a schematic of a typical graphite-gated, hexagonal boron 
nitride (hBN)-encapsulated MAG heterostructure device. The atomic 
force microscopy image in Fig. 1b shows the high structural homoge-
neity of the device. Figure 1c shows four-terminal resistance Rxx as a 
function of n at different out-of-plane magnetic fields B", measured 
at a temperature T of 16 mK. We find strong resistance peaks at n = 4n0 
≈ ±3 × 1012 cm−2 that mark the edges of the flat bands, consistent with 
previous studies3,6,18. The full-band density corresponds to an average 
twist angle across the device of about 1.10°. By comparing 2n0 values 
extracted from two-terminal measurements between different contact 
pairs (Extended Data Fig. 4), we estimate that the variation in twist angle 
(∆θ) is only around 0.02° over a span of about 10 µm. Such homogeneity 
in the twist angle is, to our knowledge, unprecedented in a MAG device.

In addition to the resistance peaks at the CNP and at ν = ±4, we also 
observe interaction-induced resistance peaks at all non-zero integer 
fillings of the moiré bands (ν = ±1, ±2, ±3), corresponding to 1, 2 and 

3 electrons (+) or holes (−) per moiré unit cell (Fig. 1c). Signatures of 
some of these resistive states have been observed previously3,6,18,24, 
but they are much more strongly developed here. From temperature-
dependent transport behaviour over a range of 10 K (Fig. 1f), it is possible 
to extract the activated gap size of the correlated insulator states. We 
obtain values of 0.34 meV (ν = −2), 0.37 meV (ν = 2) and 0.25 meV (ν = 3).  
Evidence for thermally activated transport is much weaker for the  
ν = 1 state (0.14 meV) and is entirely absent for the ν = −3 and ν = −1 states, 
which might indicate that these are correlated semi-metallic states 
rather than insulating states25.

Our device also shows clear temperature-activated transport behav-
iour below 33 K at the CNP, with an extracted gap size of 0.86 meV. Gaps 
at the CNP do not require broken flavour symmetries, but they do require 
that at least one of the emergent C3 and C2T symmetries—which pre-
vent CNP bands from touching—be broken. These symmetries can be 
explicitly broken by crystallographic alignment of the MAG and hBN 
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Fig. 1 | Integer-filling correlated states and new superconducting domes.  
a, Schematic of a typical MAG device. b, Atomic force microscopy image and 
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trace). d, Colour plot of longitudinal resistance against carrier density and 
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curves follow a very similar line. f, Conductance Gxx plotted against inverse 
temperature at carrier densities corresponding to ν = 0, 1, ±2 and 3. The straight 
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strength, showing different configurations of C2T symmetry and Chern number 
(C). Red and blue regions with solid outlines indicate states that do not break 
symmetry, and therefore have bands with no Berry curvature and vanishing 
Chern number. Blue indicates a gapped state and red indicates a gapless state. 
Zones filled with other colours indicate gapped states that break C2T symmetry 
and have bands with different Chern numbers, as shown.

Cao et al., Nature 556, 43–50 (2018).

Lu et al, Nature 574, 653–657 (2019).
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FIG. 1. Longitudinal resistance ⇢xx as a function of temperature T and filling factor ⌫ in four devices. a, b, c and d show data for
Devices 1, 2, 3 and 4, respectively. dhBN is the thickness of the hBN gate dielectric separatig the tBLG from a graphite gate. The dashed lines
mark integer ⌫. The dashed curves around the superconducting dome shows rough boundary between superconducting and normal state, as
determined by a resistance drop of 50% relative to the normal state state.

lated insulating states at ⌫ = �2, as well as additional insu-
lating states or resistivity peaks at ⌫ = +2 and +3 consis-
tent with previous observations in homogeneous tBLG under
high[5] and ambient pressure[6]. In contrast, Devices 3 and 4,
which are both farther from the flat band condition in angle at
✓=1.04� and 1.18�, respectively, show superconductivity de-
spite the absence of an insulating state at ⌫ = �2 (for Device
3) and total absence of any correlated insulating states at all
(for Device 4).

The contrasting behavior observed between Devices 1-2
and 3-4 raises the question of the role of disorder, particularly
inhomogeneities in ✓ which may vary from sample to sample
and obscure the intrinsic phenomenology of tBLG. For exam-
ple, previous studies of twisted bilayer graphene have found
that in the low temperature limit, superconductivity may ob-
tain even at exactly ⌫ = �2[4, 5], a finding attributed to per-
colation of superconducting domains due to variations in the
local ⌫ across the sample. The absence of an insulating state
at ⌫ = �2 in the devices presented here appears instead to
be intrinsic, based on several observations. First, devices with
and without a correlated insulator at ⌫ = �2 show distinct
behavior in finite magnetic field (Figs. 2a and b). Fig. 2a
shows magnetoresistance of Device 5. A sequence of quan-
tum oscillations, with an apparent degeneracy of 2, is clearly
visible originating at ⌫ = �2, indicating the formation of a

new Fermi surface associated with this insulating state. In
contrast, for Devices 3 and 4 (Figs. 2b and S8), we observe
no strong quantum oscillations originating from ⌫ = �2. In
addition, the apparent resetting of the Hall density typically
concomitant with the appearance of a correlated insulator at
⌫ = �2 (Fig. 2c) as is observed in Device 5 (see also Figs.
S11a and b), is suppressed in Device 3 (Fig. S11c) and nearly
completely absence in Device 4 (Fig. 2d). In Device 4, shown
in Fig. 2b, the neighborhood of ⌫ = �2 shows only a strong
magnetoresistance over a broad range of filling factor, devoid
of oscillations but bracketed on either side by quantum os-
cillations originating from ⌫ = 0 and ⌫ = 4. The distinct
behavior of quantum oscillations and Hall effect in Devices
3 and 4 support the absence of significant interaction-induced
Fermi surface reconstruction near ⌫ = �2 in detuned devices
as an intrinsic property.

While the quantum oscillations show highly contrasting be-
havior between flat band and detuned devices, superconduct-
ing states appear to be phenomenologically similar to each
other. Figures 2e and f show dV /dI versus magnetic field (B)
and DC current (IDC) at 10 mK in Devices 5 and 4 at den-
sity of �1.75 ⇥ 1012 and �2.15 ⇥ 1012 cm�2, respectively;
similar data for Devices 1, 2 and 3 is shown in Fig. S10. All
devices show an apparent critical current, weakly modulated
by the applied magnetic field. The period of the oscillations

Saito et al., Nature Physics 16, 926-930 (2020)(see also Singh et al., Nature 583, 379 - 384 (2020))

Stepanov et al., Nature 583, 375 (2020)

What is relation between superconductors 
and correlated insulators? 

What is the nature correlation in the insulator?



Technical Issues: Local Variation of Twisting Angles
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FigƵre ϭ͗ MeasƵrement setƵp and deǀice characteriǌation. a. Twisted bilayer graphene ;TBGͿ, 
encapsulated between top and bottom h-BN ;blueͿ, placed on a metallic back-gate ;purpleͿ, and contacted 
by side contacts ;yellowͿ. We image the inverse electronic compressibility, 𝑑𝜇/𝑑𝑛, using a scanning 
nanotube-based single electron transistor ;SETͿ ;insetͿ ;where 𝜇 is the chemical potential of the carriers in 
the TBG and 𝑛 is their densityͿ. The SET measures the local 𝛿𝜇 in response to a density modulation, 𝛿𝑛, 
produced by an AC voltage on the back-gate, 𝛿𝑉஻ீ  ;see SIϮͿ. In these measurements the TBG is kept 
grounded, and a DC back-gate voltage, 𝑉஻ீ , sets the overall 𝑛. Some measurements use a parallel magnetic 
field, 𝐵||, whose orientation is indicated by the orange arrow.  b͘ Four probe resistance, 𝑅, measured using 
the top four contacts ;left insetͿ as a function of carrier density, 𝑛, and 𝐵||, at 𝑇 = 50𝑚𝐾. The ±𝑛௦/2 labels 
on the top axis mark half-filled valence and conduction flat bands. c͘ Characteristic 𝑑𝜇/𝑑𝑛 ;blackͿ and 𝜇 
;blue, obtained by integrating the formerͿ measured as function of 𝑛, at 𝑇 = 4𝐾. Arrows mark the charge 
neutrality point ;CNPͿ and the gaps separating the flat bands from the higher-energy dispersive bands. d͘ 
Measurement of 𝑑𝜇/𝑑𝑛 as a function of a spatial coordinate, 𝑌, along a linecut across the sample ;red 
dashed line, insetͿ and 𝑉஻ீ , focusing on the  peak at of 𝑑𝜇/𝑑𝑛 that corresponds to a full flat band ;𝑛 = 𝑛௦ሻ. 
The local twist angle, 𝜃, is obtained directly from the back-gate voltage at which this peak appears ;see 
textͿ, and is indicated in the top y-axis. In the center of the sample ;red arrowͿ, 𝜃 is rather homogenous and 
smaller than the magic angle. In the top part of the sample 𝜃 climbs in steps ;fixed 𝜃 domainsͿ towards the 
MA. e͘ Spatial map of the twist angle, 𝜃 ;covering the black dashed region in the insetͿ, determined in a 
similar fashion to panel d but from a three dimensional measurement of 𝑑𝜇/𝑑𝑛 as a function of 𝑉஻ீ , 𝑋 and 
𝑌 ;SIϰͿ. A terraced landscape with constant-𝜃 domains is visible.  
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Fig. 3. Mapping the twist angle and Landau levels in MATBG. (a) !"#$ image of the dashed area in the 
AFM inset at %&' = −16.4 V. Incompressible (compressible) QH regions are visible as bright blue to 
yellow (dark blue). Inset: AFM image of hBN encapsulated MATBG device A with edges outlined in white, 
light brown area indicating the underlying PdAu backgate, and bright spots showing bubbles. (b) 2D map 
of the twist angle *(,) derived from tomography of Movie M1 in the dashed region in (a). Grey-blue 
indicates regions which do not display MATBG physics due to disorder (bubbles outlined in black) or due 
to a very different twist angle. The dashed area is presented tomographically in (d). (c) 2D map of 
|/*(,)| showing patches of slowly varying *(,) and a network of abrupt * jumps. (d) Slice from the 
tomography of device A showing disordered LLs in the bulk of the sample in the p dispersive band (see 
Movie M5 and [30] for interactive interface). The x-axis is flipped for clarity. (e-g) Same as (a-c) for device 
B with (e) acquired at %&' = −15 V and (f) derived from tomography of Movies M3 and M4. (h) Charge 
disorder map 012(,) of device B. (i) Histogram of local * in devices A and B with dashed lines marking 
the global * derived from transport. 

Applying the procedure of Fig. 1c to the tomographic LL data, we derive 2D maps of the twist angle *(,) 
in devices A and B (Figs. 3b,f). The grey-blue color in Fig. 3b reflects areas where no QH states were 
detected within the measured span of %&'. These regions correlate with the locations of bubbles (black 
outlines) as revealed by the AFM image of device A (Fig. 3a inset). The magic angle physics is apparently 
absent within the bubbles as well as in their surrounding areas up to 0.5 µm from the bubble edges. The 
LLs are absent also in additional regions where no particular features were observed in the AFM. The 
map in Fig. 3b also shows that the MA regions in device A do not create a percolation path between the 
contacts. This is consistent with our transport measurements that do not show fully developed 
superconductivity, although correlated insulating states are present in this device (SI2). In device B, in 
contrast, four-probe transport measurements showed high quality correlated insulator states at multiple 

3 
 

Fig. 1. Resolving the local quantum Hall states in flat and dispersive bands in MATBG. (a) Experimental 
setup schematics with SOT scanning over MATBG (blue) encapsulated in hBN (light blue). Voltage !"#$% &
!"#'% is applied between the PdAu backgate and the grounded MATBG. Twist angle gradients () induce 
internal electric field and counterpropagating equilibrium QH currents *+,% and *%-. in incompressible 
(red) and compressible (blue) strips respectively, flowing along equi-) contours and measured by /0'%. 
(b) Calculated band structure with flat and dispersive bands. Blue and red represent the two valleys. (c) 
Zoomed-in /0'% peaks in the dispersive bands for device A at /' = 1.19 T, illustrating the procedure for 
determining the local 23 and the corresponding local ) (p-band data multiplied by minus sign for clarity). 
(d) Global 455 vs. electron density 26 and /' of device B showing insulating states at integer fillings, 
Landau fans and superconductivity. (e) 455(26) at /' = 1.08 T (dashed purple in (d)). (f) /0'% measured 
at a point in the bulk of device B vs. 26 at /' = 1.08 T. The sharp /0'% peaks reflect *+,% in incompressible 
strips with sign determined by 9:5, magnitude by LL energy gap, and separation by LL degeneracy (red 
bars). The dispersive bands are shaded in yellow, the signal in the flat bands is amplified 3 times, and the 
;-doped signal is multiplied by minus sign. 

Scanning SQUID Measurement

Uri et al., Nature 581, 47 (2020)

Scanning nanotube SET

Zondiner et al., Nature, 582,203, (2020)

Every sample is different!!



Twisted Double Bilayer Graphene
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K’2

Twisted Double Bilayer Graphene (tDBG)

D(D)

Gate tunable flat bands, no exact angle control needed!

Bernal Stacked Bilayer Graphene
Gate tunable Gap 
opening in bilayer

Zhang et al. Nature (2008)



Mott Insulators in tDBG: q = 1.33o

Top and bottom Gate dependent 4-terminal r

Temperature dependent 2-p conductance
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X. Liu et al., Nature (2020), similar results are also in Cao et al,, Nature (2020); He et al,, Nature Phys (2021) 



Tunable Spin-Polarized Correlated States

Longitudinal resistivity Hall Resistivity

Spin-polarized 
correlated insulators 
and metals near half-
filled moire flat bands

X. Liu et al., Nature (2020), similar results are also in Cao et al,, Nature (2020); He et al,, Nature Phys (2021) 

f = | nH – n |

D 
(V

/n
m

)

n

reaches amaximumat aroundD/e0 = 0.4 V/nm,
and then decreases quickly. The electron-side
superconductor displays a similar trend, with
Tc increasing after first appearing atD/e0 ~ –
0.5 V/nm then decreasing below D/e0 ~ –
0.62 V/nm.
The electric field–tunable superconductivity

in TTG can be ascribed to the tuning of single-
particle bands controlled by D (37). Figure 4A
shows renormalized Hall density (measured
Hall density divided by ns) nH = B/erxyns at a
low magnetic field B = 0.5 T, near the region
where the hole-side superconductor resides.
AtD/e0 = 0.2 V/nm and away from zero filling,
nH(n) increases linearly with a unity slope and
then resets to 0 near n = –2. This resetting
behavior has been considered a signature of the
spin and valley isospin symmetry–breaking, in
which the fourfold degeneracy turns into two-
fold (7). After this flavor symmetry–breaking,
the electrons completely fill the two lower-
energy bands, and nH corresponds to the den-
sity in the two higher-energy bands. Similar
flavor symmetry–breaking in moiré flat bands
has been observed and discussed in MA-TBG
(11, 15, 38, 39). This symmetry breaking can be
better illustrated by the quantity jnH ! nj,
which directly gives the degeneracy of the
symmetry-breaking phase (7). Figure 4B shows
jnH ! nj as a function of n and D, showing
several symmetry-breaking regions. At 0 >
n > –2, the large area of jnH ! nj ¼ 0 shown in
Fig. 4B as dark blue indicates that the holes
are filling the four bands equally. At –2 > n >
–3, the system enters the symmetry-breaking

phase with two degenerate bands where jnH!
nj ¼ 2, shown in Fig. 4B inwhite. At n = –3 and
at small D, another reset occurs, and at n < –3,
jnH ! nj is not integer-valued, changing grad-
ually from 3 to 4.
This symmetry-breaking behavior is affected

asD tunes the single-particle band structure of
the MA-TTG. In particular, for the hole-side
band (n < 0), above D/e0 = 0.35 V/nm a large
region jnH ! nj ¼ 4 emerges at n < –3 (Fig. 4B,
region I), indicating that the four bands are
being filled equally with no symmetry break-
ing. We found that this region is bounded on
the right by a vanHove singularity (vHS)whose
existence can be detected from diverging nH
followed by a sign change (11). The character-
istic sharp divergences of two vHSs can be
seen in Fig. 4A atD/e0 = 0.4 V/nm near n = –3
(indicated with vertical arrows), combining
into one large divergence at larger D. The
left boundary of Fig. 4B, region I, also shows
a discontinuity. However, the nH value across
this boundary is continuous, indicating that
this is not a vHS. As D increases, the flavor-
polarizing vHS moves to the right, expanding
the jnH ! nj ¼ 4region. This evolution corre-
lates with the reduction of superconductivity.
In Fig. 4B, we superimpose the boundaries of
the zero–magnetic field superconducting re-
gion at 0.34 K (fig. S16A) and 0.86 K (Fig. 3A)
onto the jnH ! nj plot as blue and orange
dashed lines, respectively. The 0.34 K super-
conducting region boundary aligns well with
the jnH ! nj ¼ 2 symmetry-breaking phase
boundary. At 0.86 K, where superconductivity

becomes weaker, we can see that the super-
conducting region is reduced as the vHS and
jnH ! nj ¼ 4region crowdout thejnH ! nj ¼ 2
region. For the electron-side superconductor,
similar analysis (Fig. 4D) shows that the super-
conducting region also shrinks when the vHS
starts to cross the symmetry-breaking phase
boundary.
The region near a vHS has an increasedDOS,

which promotes superconductivity in conven-
tional Bardeen-Cooper-Schrieffer (BCS) theory
in the weak coupling limit (40, 41). Instead, we
observed that superconductivity weakens as
a vHS approaches, and subsequently, flavor
polarization occurs. The prominent role of vHS
in the system can also be captured in single-
particle band calculations. Figure 4G shows
calculated DOS as a function of n and inter-
layer electric potential U, which is directly
proportional to the experimental D. The cal-
culated DOS is symmetric between positive
and negative U, so only the positive part is
shown. We observed that at low D, there is
high DOS concentrated near charge neutral-
ity, which is a reflection of the flatness of the
bands. An example band structure at low D
with U = 11 meV is shown in Fig. 4E. As D
increases, the bands becomemore dispersive,
and vHSs become prominent, as shown in
the DOS calculation in Fig. 4G as the sharp
white features at larger U. An example band
structure in this range is shown in Fig. 4F. The
prominence of the vHSs in the theoretical DOS
at largeU agrees with the vHSs that appear at
large D in experiments.

Hao et al., Science 371, 1133–1138 (2021) 12 March 2021 4 of 6
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Fig. 3. Electric field–tuned superconductivity. (A) r map as a function of n and
D at 0.86 K. Superconducting regions appear for n < –2 and n > 2. (Top inset)
The r at the superconducting transition in the hole region. (Bottom inset) The r at
the superconducting transition in the electron region. (B to G) Dome-shaped

superconducting regions in the T-n plane at different D for [(B) to (D)] n < –2 and
[(E) to (G)] n > 2. The size and shape of the domes are tuned by D. (H and I) Tc
as a function of D taken at (H) n = –2.3 and (I) n = 2.45. Tc is chosen to be
the point at which r = 10% rN, and error bars correspond to 5% rN and 15% rN.
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Multi-layer Graphene Moire

4

field either doesn’t exist (n-odd) or couples very weakly
to the magic sector (n > 2 at the first magic angle).

II. NON-INTERACTING BAND STRUCTURE
AND SYMMETRIES

We begin with the Bistritzer-Macdonald (BM) model
[3] generalized to alternating twist multilayer graphene
(ATMG) with n layers [72]. The Hamiltonian for a single
spin and a single graphene valley is given by

H(r) =

0

B@

�iv�+ ·r T (r) 0 · · ·

T †(r) �iv�� ·r T †(r) · · ·

0 T (r) �iv�+ ·r · · ·

· · · · · · · · · · · ·

1

CA .

(1)
Here �± = e⌥

i
4 ✓�z (�x,�y)e±

i
4 ✓�z and

T (r) =

✓
w0U0(r) w1U1(r)
w1U⇤

1
(�r) w0U0(r)

◆
,

U0(r) = e�iq1·r + e�iq2·r + e�iq3·r,

U1(r) = e�iq1·r + ei�e�iq2·r + e�i�e�iq3·r,

(2)

with � = 2⇡/3. The vectors q
i
are q

1
= k✓(0,�1) and

q
2,3

= k✓(±
p
3/2, 1/2). The wavevector k✓ = 2kD sin ✓

2
is

the moiré version of the Dirac wavevector kD = 4⇡/3a0,
where a0 is the graphene lattice constant. Note that we
have assumed that all layers are aligned - for bilayers this
does not matter since a shift may be removed by a gauge
transformation. For n > 2, the shifts are important and
may alter the band structure [72, 81]. For n = 3, it was
argued that the zero shift configuration is energetically
favorable [88] and it is reasonable to assume that this
also applies for larger n. Thus, in the following, we will
assume the layers are aligned.

ATMG may be decoupled into b
n

2
c copies of TBG

where each copy has a tunneling scaled by a di↵erent
number �k.

H(n)

k
=

✓
�iv�+ ·r �(n)

k
T (r)

�kT †(r) �iv�� ·r

◆
. (3)

If n is odd there is another decoupled graphene layer
HG = �iv�✓/2 ·r. The mapping is reviewed in detail in
the supplemental material, section SI. We will order the

TBG subsystems such that �(n)
k

is decreasing with k =

1, . . . , bn

2
c. We refer to the angle �(n)

k
✓TBG as the k’th

magic angle of n layer ATMG; this is really the “first”
magic angle for the k’th TBG subsystem, but in this
paper we do not consider the higher magic angles of a
given TBG subsystem.

ATMG has an approximate particle hole symmetry in-
herited from TBG and graphene. In particular, TBG
has a well known approximate particle hole symmetry
P = i�xµyK [94, 95], where µx,y,z are the Pauli matrices
in TBG layer space. In even-layer ATMG, particle-hole

symmetry may be realized by applying it to each TBG
subsystem (3). For an odd number of layers, we addi-
tionally define P = �xK in the graphene sector. It is
an exact symmetry of (1) if we drop the rotations on �
which is valid up to corrections proportional to ✓2 ⌧ 1.
There are other sources of particle-hole symmetry break-
ing including momentum-dependent moiré hoppings [96]
and next-nearest-layer ATMG tunneling [88] but both of
these terms are quite small.
Note however that when we move to k-space P does

not have a simple action. This is because in each TBG
sector the Bloch states have the form

 k(r) = uk(r)

✓
ei(k�K)r

ei(k�K0
)r

◆
, (4)

where K and K 0 are the wave-vectors at the the moiré
KM and K 0

M
points respectively. We choose the � point

to correspond to k = 0, such thatK = �q
1
andK 0 = q

1
.

Then we obtain that P takes k 7! �k. However the
Bloch states for the graphene sector are proportional to
ei(k�K)·r, and so P inverts k about the KM point, not
the � point.
An important symmetry for an odd number of lay-

ers is a mirror reflection about the middle layer: Mzll0 =
�l,n�l0 . The perturbations associated with an out of plane
electric field and in plane magnetic field anticommute
with this operation, whereas the TBG and graphene sub-
systems each have a specific eigenvalue under Mz. These
external fields therefore act as tunneling terms between
subsystems that have opposite Mz eigenvalues. In con-
trast, for an even number of layers these external fields
generically modify the intra-subsystem Hamiltonians

Hk ! Hk � r(n)
k

 
�(n)

+
0

0 ��(n)

�

!
, (5)

where

�(n)

± =
V

n� 1
+ gorbµB ẑ ⇥B · �± (6)

Here, V is the voltage induced between the top and
bottom layer after accounting for screening by high en-
ergy electrons and B is the parallel magnetic field with
gorb = evd?

µB
⇡ 6.14, where the bilayer graphene thickness

is d? ⇡ 3.5 Å. The number r(n)
k

is the external field cou-
pling strength for the k’th TBG subsystem and is 1/2
for n = 2 TBG. Henceforth we will supress the super-
script (n) in �k, �k and rk, since it will be clear from the
multilayer case being considered.
For concreteness we illustrate the above points for n =

3, 4 and 5. For trilyer graphene the Hamiltonian is

H =

0

@
�iv�+ ·r T (r) 0

T †(r) �iv�� ·r T †(r)
0 T (r) �iv�+ ·r

1

A , (7)

and Mz acts by exchanging the first and third layers.
An out of plane electric field and parallel magnetic field

Alternating twist multilayer graphene

12EK, Kruchkov, Tarnopolsky, Vishwanath PRB 2019

� 2n + 1 layers: single Dirac cone + n copies 
of TBG at different interlayer coupling

� 2n layers: n copies of TBG at 
different interlayer coupling

E. Khalaf, A. Kruchkov, G. Tarnopolsky, and A. Vishwanath, PRB  100, 085109 (2020)

Mulitlayer twisted stacked graphene with alternative angles

Trilayer with alternating twist

13EK, Kruchkov, Tarnopolsky, Vishwanath PRB 2019

n=3

Twisted bilayer Twisted trilayer Twisted quadruple layer

• 2n+1 layers:   single Dirac cone + n copies of TGB at different interlayer coupling
• 2n layers:   n copies of TGB at different interlayer coupling



Twisted Trilayer Graphene with Alternating Angle 

fourfold degenerate but is different from the
typical 4, 8, 12, ... sequence obtained inMA-TBG
(6). This change is similar to the sequence in
ABA trilayer graphene (35) and likely results
from the presence of the Dirac cone. Figure 1H
shows sxy(n) taken at B = 10 T. We see large
regions of sxy = –2e2/h near n = –4 and sxy =
2e2/h (e is the electron charge, and h is the
Planck constant) near n = 4 [also, fig. S5,
1/rxy(B, n)]. More direct experimental evidence
of the additional Dirac cone is present in the
Landau fan diagram taken at zero displace-
ment field, where we observed quantum Hall
sequences originating from the Dirac cone
at low magnetic fields (fig. S7) (31). Flavor
symmetry–breaking is evident in the Landau
fan coming from n = –2 with sequence –2, –4,
–6, ... and from n = 2 with sequence 2, 4, 6, ...,

showing only twofold degeneracy. Above a
perpendicular magnetic field of 1T, the resist-
ive state at n = –2 shows a resistivityminimum
and quantized Hall resistance along the slope
of –2, with hysteresis observed near 1 T (fig.
S8). This is an indication of a magnetic field–
induced Chern insulator with Chern number
C = –2 and orbital ferromagnetism associated
with it.
At low temperature andmagnetic field, we

found large regions of robust superconductiv-
ity in the TTG sample. Figure 2A shows r(n)
at different temperatures at VBG = 0 V. At our
lowest experimental temperature of T = 0.34 K,
zero-resistance regions appear on the hole-
doped side of n = –2 and electron-doped side
of n = 2. The Fig. 2A insets show r(n, T) near
n = –2 and n = 2, respectively, both displaying

clear superconducting domes. The transition
in r(T) across the dome boundary is sharp, as
shown in Fig. 2B at n = –2.3, the optimal fill-
ing for n < –2. r = 0 at T~ 2.1 K, which is higher
thanmostMA-TBGdevices in published litera-
ture (6, 9, 16, 24). At n = –2.3, we extracted a
Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature of 2 K from the power law depen-
dence of the current-voltage relation (I-V) char-
acteristics in the low current and voltage range,
as shown in Fig. 2B, inset [analysis details are
provided in (31)]. Phenomenologically, we de-
fine Tc as the temperature at which r falls to
10% of the normal state resistance, rN, which
we found to be consistent with the BKT tran-
sition temperature and a better measure for
2D superconductivity (31). Additional clear
signatures of superconductivity are also visible
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Fig. 1. Device structure and characterization. (A) Schematic diagram of the
three layers of TTG with alternating twist angles q and –q. The top and bottom
layers are aligned with each other, whereas the middle layer is twisted by q
relative to both layers, preserving the in-plane mirror symmetry. (B) Optical
microscope image of the TTG device fabricated in the TMB region and two TBG
devices fabricated in the TM and MB regions. (C) Theoretical band structure
for MA-TTG at D/e0 = 0 plotted on the mini Brillouin zone (BZ), marked in
purple in the bottom face. The blue Dirac cones sit at the mini BZ K points,
whereas the flat bands, orange (conduction) and green (valence), are the

most dispersive at the mini BZ G point. A contour plot of the valence band
is projected on the x-y plane. (D and E) Landau fan diagrams of the two
TBG Hall bars TM and MB. In each device, fans are visible emanating from
n = 0 and n = ±4 as well as an increase in resistance at the vHSs near
n = ±2. (F) Landau fan diagram of the TTG Hall bar TMB. Resistive states and
fans emerge at n = 0, ±1, ±2, and +3. The most prominent sequences are
traced out with orange dashed lines (fig. S5). (G) Zero magnetic field
resistivity as a function of filling in TM, MB, and TMB. (H) Hall conductivity
in TMB at B = 10 T.
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fourfold degenerate but is different from the
typical 4, 8, 12, ... sequence obtained inMA-TBG
(6). This change is similar to the sequence in
ABA trilayer graphene (35) and likely results
from the presence of the Dirac cone. Figure 1H
shows sxy(n) taken at B = 10 T. We see large
regions of sxy = –2e2/h near n = –4 and sxy =
2e2/h (e is the electron charge, and h is the
Planck constant) near n = 4 [also, fig. S5,
1/rxy(B, n)]. More direct experimental evidence
of the additional Dirac cone is present in the
Landau fan diagram taken at zero displace-
ment field, where we observed quantum Hall
sequences originating from the Dirac cone
at low magnetic fields (fig. S7) (31). Flavor
symmetry–breaking is evident in the Landau
fan coming from n = –2 with sequence –2, –4,
–6, ... and from n = 2 with sequence 2, 4, 6, ...,

showing only twofold degeneracy. Above a
perpendicular magnetic field of 1T, the resist-
ive state at n = –2 shows a resistivityminimum
and quantized Hall resistance along the slope
of –2, with hysteresis observed near 1 T (fig.
S8). This is an indication of a magnetic field–
induced Chern insulator with Chern number
C = –2 and orbital ferromagnetism associated
with it.
At low temperature andmagnetic field, we

found large regions of robust superconductiv-
ity in the TTG sample. Figure 2A shows r(n)
at different temperatures at VBG = 0 V. At our
lowest experimental temperature of T = 0.34 K,
zero-resistance regions appear on the hole-
doped side of n = –2 and electron-doped side
of n = 2. The Fig. 2A insets show r(n, T) near
n = –2 and n = 2, respectively, both displaying

clear superconducting domes. The transition
in r(T) across the dome boundary is sharp, as
shown in Fig. 2B at n = –2.3, the optimal fill-
ing for n < –2. r = 0 at T~ 2.1 K, which is higher
thanmostMA-TBGdevices in published litera-
ture (6, 9, 16, 24). At n = –2.3, we extracted a
Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature of 2 K from the power law depen-
dence of the current-voltage relation (I-V) char-
acteristics in the low current and voltage range,
as shown in Fig. 2B, inset [analysis details are
provided in (31)]. Phenomenologically, we de-
fine Tc as the temperature at which r falls to
10% of the normal state resistance, rN, which
we found to be consistent with the BKT tran-
sition temperature and a better measure for
2D superconductivity (31). Additional clear
signatures of superconductivity are also visible
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Fig. 1. Device structure and characterization. (A) Schematic diagram of the
three layers of TTG with alternating twist angles q and –q. The top and bottom
layers are aligned with each other, whereas the middle layer is twisted by q
relative to both layers, preserving the in-plane mirror symmetry. (B) Optical
microscope image of the TTG device fabricated in the TMB region and two TBG
devices fabricated in the TM and MB regions. (C) Theoretical band structure
for MA-TTG at D/e0 = 0 plotted on the mini Brillouin zone (BZ), marked in
purple in the bottom face. The blue Dirac cones sit at the mini BZ K points,
whereas the flat bands, orange (conduction) and green (valence), are the

most dispersive at the mini BZ G point. A contour plot of the valence band
is projected on the x-y plane. (D and E) Landau fan diagrams of the two
TBG Hall bars TM and MB. In each device, fans are visible emanating from
n = 0 and n = ±4 as well as an increase in resistance at the vHSs near
n = ±2. (F) Landau fan diagram of the TTG Hall bar TMB. Resistive states and
fans emerge at n = 0, ±1, ±2, and +3. The most prominent sequences are
traced out with orange dashed lines (fig. S5). (G) Zero magnetic field
resistivity as a function of filling in TM, MB, and TMB. (H) Hall conductivity
in TMB at B = 10 T.
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Target angle ! = 1.56⋅

fourfold degenerate but is different from the
typical 4, 8, 12, ... sequence obtained inMA-TBG
(6). This change is similar to the sequence in
ABA trilayer graphene (35) and likely results
from the presence of the Dirac cone. Figure 1H
shows sxy(n) taken at B = 10 T. We see large
regions of sxy = –2e2/h near n = –4 and sxy =
2e2/h (e is the electron charge, and h is the
Planck constant) near n = 4 [also, fig. S5,
1/rxy(B, n)]. More direct experimental evidence
of the additional Dirac cone is present in the
Landau fan diagram taken at zero displace-
ment field, where we observed quantum Hall
sequences originating from the Dirac cone
at low magnetic fields (fig. S7) (31). Flavor
symmetry–breaking is evident in the Landau
fan coming from n = –2 with sequence –2, –4,
–6, ... and from n = 2 with sequence 2, 4, 6, ...,

showing only twofold degeneracy. Above a
perpendicular magnetic field of 1T, the resist-
ive state at n = –2 shows a resistivityminimum
and quantized Hall resistance along the slope
of –2, with hysteresis observed near 1 T (fig.
S8). This is an indication of a magnetic field–
induced Chern insulator with Chern number
C = –2 and orbital ferromagnetism associated
with it.
At low temperature andmagnetic field, we

found large regions of robust superconductiv-
ity in the TTG sample. Figure 2A shows r(n)
at different temperatures at VBG = 0 V. At our
lowest experimental temperature of T = 0.34 K,
zero-resistance regions appear on the hole-
doped side of n = –2 and electron-doped side
of n = 2. The Fig. 2A insets show r(n, T) near
n = –2 and n = 2, respectively, both displaying

clear superconducting domes. The transition
in r(T) across the dome boundary is sharp, as
shown in Fig. 2B at n = –2.3, the optimal fill-
ing for n < –2. r = 0 at T~ 2.1 K, which is higher
thanmostMA-TBGdevices in published litera-
ture (6, 9, 16, 24). At n = –2.3, we extracted a
Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature of 2 K from the power law depen-
dence of the current-voltage relation (I-V) char-
acteristics in the low current and voltage range,
as shown in Fig. 2B, inset [analysis details are
provided in (31)]. Phenomenologically, we de-
fine Tc as the temperature at which r falls to
10% of the normal state resistance, rN, which
we found to be consistent with the BKT tran-
sition temperature and a better measure for
2D superconductivity (31). Additional clear
signatures of superconductivity are also visible
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Fig. 1. Device structure and characterization. (A) Schematic diagram of the
three layers of TTG with alternating twist angles q and –q. The top and bottom
layers are aligned with each other, whereas the middle layer is twisted by q
relative to both layers, preserving the in-plane mirror symmetry. (B) Optical
microscope image of the TTG device fabricated in the TMB region and two TBG
devices fabricated in the TM and MB regions. (C) Theoretical band structure
for MA-TTG at D/e0 = 0 plotted on the mini Brillouin zone (BZ), marked in
purple in the bottom face. The blue Dirac cones sit at the mini BZ K points,
whereas the flat bands, orange (conduction) and green (valence), are the

most dispersive at the mini BZ G point. A contour plot of the valence band
is projected on the x-y plane. (D and E) Landau fan diagrams of the two
TBG Hall bars TM and MB. In each device, fans are visible emanating from
n = 0 and n = ±4 as well as an increase in resistance at the vHSs near
n = ±2. (F) Landau fan diagram of the TTG Hall bar TMB. Resistive states and
fans emerge at n = 0, ±1, ±2, and +3. The most prominent sequences are
traced out with orange dashed lines (fig. S5). (G) Zero magnetic field
resistivity as a function of filling in TM, MB, and TMB. (H) Hall conductivity
in TMB at B = 10 T.
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Middle-Bottom
! = 1.66⋅fourfold degenerate but is different from the

typical 4, 8, 12, ... sequence obtained inMA-TBG
(6). This change is similar to the sequence in
ABA trilayer graphene (35) and likely results
from the presence of the Dirac cone. Figure 1H
shows sxy(n) taken at B = 10 T. We see large
regions of sxy = –2e2/h near n = –4 and sxy =
2e2/h (e is the electron charge, and h is the
Planck constant) near n = 4 [also, fig. S5,
1/rxy(B, n)]. More direct experimental evidence
of the additional Dirac cone is present in the
Landau fan diagram taken at zero displace-
ment field, where we observed quantum Hall
sequences originating from the Dirac cone
at low magnetic fields (fig. S7) (31). Flavor
symmetry–breaking is evident in the Landau
fan coming from n = –2 with sequence –2, –4,
–6, ... and from n = 2 with sequence 2, 4, 6, ...,

showing only twofold degeneracy. Above a
perpendicular magnetic field of 1T, the resist-
ive state at n = –2 shows a resistivityminimum
and quantized Hall resistance along the slope
of –2, with hysteresis observed near 1 T (fig.
S8). This is an indication of a magnetic field–
induced Chern insulator with Chern number
C = –2 and orbital ferromagnetism associated
with it.
At low temperature andmagnetic field, we

found large regions of robust superconductiv-
ity in the TTG sample. Figure 2A shows r(n)
at different temperatures at VBG = 0 V. At our
lowest experimental temperature of T = 0.34 K,
zero-resistance regions appear on the hole-
doped side of n = –2 and electron-doped side
of n = 2. The Fig. 2A insets show r(n, T) near
n = –2 and n = 2, respectively, both displaying

clear superconducting domes. The transition
in r(T) across the dome boundary is sharp, as
shown in Fig. 2B at n = –2.3, the optimal fill-
ing for n < –2. r = 0 at T~ 2.1 K, which is higher
thanmostMA-TBGdevices in published litera-
ture (6, 9, 16, 24). At n = –2.3, we extracted a
Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature of 2 K from the power law depen-
dence of the current-voltage relation (I-V) char-
acteristics in the low current and voltage range,
as shown in Fig. 2B, inset [analysis details are
provided in (31)]. Phenomenologically, we de-
fine Tc as the temperature at which r falls to
10% of the normal state resistance, rN, which
we found to be consistent with the BKT tran-
sition temperature and a better measure for
2D superconductivity (31). Additional clear
signatures of superconductivity are also visible
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Fig. 1. Device structure and characterization. (A) Schematic diagram of the
three layers of TTG with alternating twist angles q and –q. The top and bottom
layers are aligned with each other, whereas the middle layer is twisted by q
relative to both layers, preserving the in-plane mirror symmetry. (B) Optical
microscope image of the TTG device fabricated in the TMB region and two TBG
devices fabricated in the TM and MB regions. (C) Theoretical band structure
for MA-TTG at D/e0 = 0 plotted on the mini Brillouin zone (BZ), marked in
purple in the bottom face. The blue Dirac cones sit at the mini BZ K points,
whereas the flat bands, orange (conduction) and green (valence), are the

most dispersive at the mini BZ G point. A contour plot of the valence band
is projected on the x-y plane. (D and E) Landau fan diagrams of the two
TBG Hall bars TM and MB. In each device, fans are visible emanating from
n = 0 and n = ±4 as well as an increase in resistance at the vHSs near
n = ±2. (F) Landau fan diagram of the TTG Hall bar TMB. Resistive states and
fans emerge at n = 0, ±1, ±2, and +3. The most prominent sequences are
traced out with orange dashed lines (fig. S5). (G) Zero magnetic field
resistivity as a function of filling in TM, MB, and TMB. (H) Hall conductivity
in TMB at B = 10 T.
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Top-Middle
! = 1.35⋅

fourfold degenerate but is different from the
typical 4, 8, 12, ... sequence obtained inMA-TBG
(6). This change is similar to the sequence in
ABA trilayer graphene (35) and likely results
from the presence of the Dirac cone. Figure 1H
shows sxy(n) taken at B = 10 T. We see large
regions of sxy = –2e2/h near n = –4 and sxy =
2e2/h (e is the electron charge, and h is the
Planck constant) near n = 4 [also, fig. S5,
1/rxy(B, n)]. More direct experimental evidence
of the additional Dirac cone is present in the
Landau fan diagram taken at zero displace-
ment field, where we observed quantum Hall
sequences originating from the Dirac cone
at low magnetic fields (fig. S7) (31). Flavor
symmetry–breaking is evident in the Landau
fan coming from n = –2 with sequence –2, –4,
–6, ... and from n = 2 with sequence 2, 4, 6, ...,

showing only twofold degeneracy. Above a
perpendicular magnetic field of 1T, the resist-
ive state at n = –2 shows a resistivityminimum
and quantized Hall resistance along the slope
of –2, with hysteresis observed near 1 T (fig.
S8). This is an indication of a magnetic field–
induced Chern insulator with Chern number
C = –2 and orbital ferromagnetism associated
with it.
At low temperature andmagnetic field, we

found large regions of robust superconductiv-
ity in the TTG sample. Figure 2A shows r(n)
at different temperatures at VBG = 0 V. At our
lowest experimental temperature of T = 0.34 K,
zero-resistance regions appear on the hole-
doped side of n = –2 and electron-doped side
of n = 2. The Fig. 2A insets show r(n, T) near
n = –2 and n = 2, respectively, both displaying

clear superconducting domes. The transition
in r(T) across the dome boundary is sharp, as
shown in Fig. 2B at n = –2.3, the optimal fill-
ing for n < –2. r = 0 at T~ 2.1 K, which is higher
thanmostMA-TBGdevices in published litera-
ture (6, 9, 16, 24). At n = –2.3, we extracted a
Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature of 2 K from the power law depen-
dence of the current-voltage relation (I-V) char-
acteristics in the low current and voltage range,
as shown in Fig. 2B, inset [analysis details are
provided in (31)]. Phenomenologically, we de-
fine Tc as the temperature at which r falls to
10% of the normal state resistance, rN, which
we found to be consistent with the BKT tran-
sition temperature and a better measure for
2D superconductivity (31). Additional clear
signatures of superconductivity are also visible
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Fig. 1. Device structure and characterization. (A) Schematic diagram of the
three layers of TTG with alternating twist angles q and –q. The top and bottom
layers are aligned with each other, whereas the middle layer is twisted by q
relative to both layers, preserving the in-plane mirror symmetry. (B) Optical
microscope image of the TTG device fabricated in the TMB region and two TBG
devices fabricated in the TM and MB regions. (C) Theoretical band structure
for MA-TTG at D/e0 = 0 plotted on the mini Brillouin zone (BZ), marked in
purple in the bottom face. The blue Dirac cones sit at the mini BZ K points,
whereas the flat bands, orange (conduction) and green (valence), are the

most dispersive at the mini BZ G point. A contour plot of the valence band
is projected on the x-y plane. (D and E) Landau fan diagrams of the two
TBG Hall bars TM and MB. In each device, fans are visible emanating from
n = 0 and n = ±4 as well as an increase in resistance at the vHSs near
n = ±2. (F) Landau fan diagram of the TTG Hall bar TMB. Resistive states and
fans emerge at n = 0, ±1, ±2, and +3. The most prominent sequences are
traced out with orange dashed lines (fig. S5). (G) Zero magnetic field
resistivity as a function of filling in TM, MB, and TMB. (H) Hall conductivity
in TMB at B = 10 T.
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TTG region:

Estimated Angle ! = 1.55⋅

• Consistent with expected band structures
(Dirac cones and Flat bands)

Hao et al., Science (2021); Similar results by Park et al., Nature (2021)



Superconductivity in TTG

in the differential resistance, dV/dI, as a
function of dc bias current as shown in Fig. 2C,
which shows a sharply defined critical current
Ic. At B = 0 T, the sudden increase of dV/dI
occurs at Ic = 880 nA. At low temperature,
there are oscillations of Ic in a Fraunhofer-like
pattern, demonstrating phase coherence (fig.
S15). As the magnetic field increases, Ic be-
comes smaller, and the shape of dV/dI be-
comes more smooth, which is a characteristic
behavior of 2D superconducivity suppressed
by a perpendicular magnetic field. The result-
ing critical field, Bc, is evident in r(T, B) in Fig.
2D. We extracted the Ginzburg-Landau (GL)
coherence length xGL from the theory for a 2D
superconductor:Bc ¼ ½F0=ð2px2GLÞ%ð1& T=TcÞ
(36), where F0 is the superconducting flux
quantum. Using the BKT transition temper-
ature as Tc in the above relation, we estimate
xGL = 34 nm, which is several times the in-
terparticle distance of 9 nm set by the moiré
periodicity. Using the more conventional Tc
extracted at r = 0.5rN, we found xGL = 13.4 nm,
which is only slightly larger than the inter-

particle distance. We have also seen super-
conductivity in an additional TTG device with
q = 1.39° (fig. S17).
Using both the top and bottom gates, we can

control both n and the displacement field D
independently, tuning the superconductivity
in TTGwith the electric field. Figure 3A shows
r as a function of n and displacement field D
at temperature T = 0.86 K. We observed at
charge neutrality a resistive peak that is not
disturbed byD. This is expected for the Dirac
cone crossings in the flat bands. At n = ±2, 1,
and 3, there are resistivity peaks that aremodu-
lated by D. At n = ±4, the system has low r,
which is expected thanks to the existence of
the additional Dirac cone and lack of band
insulators at full filling. In Fig. 3A, the super-
conductivity appears as the dark blue regions
both on the hole side between n = –3 and n =
–2 and on the electron side between n = 2 and
n = 3. The hole-side superconductivity persists
for all D, with a width that first increases with
D and starts to decrease at D/e0 ~ 0.4 V/nm.
The electron-side superconductivity is weaker

and affectedmore strongly byD. At T = 0.86 K,
it only starts to emerge at D/e0 ~ –0.4 V/nm.
At a lower temperature, T = 0.34 K, super-
conductivity on both sides extends to larger
ranges of n and D (fig. S16A). To better illus-
trate the evolution of the superconductors
with D, we have measured r(n, T) at several
discrete values for D, as shown in Fig. 3, B
to D, for holes and Fig. 3, E to G, for electrons,
showing dome-like superconducting regimes
[several representative r(T) curves are shown
in Fig. 3A, insets].Whereas the optimal doping
nop at which the maximum Tc occurs is in-
sensitive to D, we found the maximum Tc of
the dome and the filling range, Dn—the height
and width of the dome—to be sensitive to D.
We measured r(T) at different D at optimal
filling to extract the transition temperature Tc
at eachD, providing a quantitative description
of the D dependence of superconductivity.
Figure 3, H and I, shows Tc as a function ofD for
the hole-side and electron-side superconductors,
respectively. For the hole-side superconductor,
starting from D/e0 = 0, Tc first increases,
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Fig. 2. Superconductivity in TTG. (A) r as a function of n taken at a fixed
back gate voltage VBG = 0 V at several different temperature values. The
formation of superconducting regions is visible at n < –2 and n > 2. (Insets)
The superconducting dome in the T-n plane taken along a cut at (left inset)
VBG = 0 V for n < –2 and (right inset) at D/e0 = –0.56 V/nm for n > 2.
(B) Superconducting transition in resitivity at n = –2.3 and D/e0 = 0.29 V/nm.
The BKT transition temperature TBKT is indicated with the black square.

(Inset) I-V characteristic of the superconductor from 0.34 K (blue) to 3 K (red)
on a log-log scale, displaying a crossover from high-power polynomial to linear
behavior in the low V range. The black dashed line indicates where V º I3,
defining TBKT. (C) Differential resistance as a function of dc bias current at
different magnetic fields. (D) r as a function of temperature and perpendicular
magnetic field at n = –2.3 and D/e0 = 0.4 V/nm. The dashed line corresponds to
a GL theory fit with a coherence length of xGL = 34 nm (31).
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in the differential resistance, dV/dI, as a
function of dc bias current as shown in Fig. 2C,
which shows a sharply defined critical current
Ic. At B = 0 T, the sudden increase of dV/dI
occurs at Ic = 880 nA. At low temperature,
there are oscillations of Ic in a Fraunhofer-like
pattern, demonstrating phase coherence (fig.
S15). As the magnetic field increases, Ic be-
comes smaller, and the shape of dV/dI be-
comes more smooth, which is a characteristic
behavior of 2D superconducivity suppressed
by a perpendicular magnetic field. The result-
ing critical field, Bc, is evident in r(T, B) in Fig.
2D. We extracted the Ginzburg-Landau (GL)
coherence length xGL from the theory for a 2D
superconductor:Bc ¼ ½F0=ð2px2GLÞ%ð1& T=TcÞ
(36), where F0 is the superconducting flux
quantum. Using the BKT transition temper-
ature as Tc in the above relation, we estimate
xGL = 34 nm, which is several times the in-
terparticle distance of 9 nm set by the moiré
periodicity. Using the more conventional Tc
extracted at r = 0.5rN, we found xGL = 13.4 nm,
which is only slightly larger than the inter-

particle distance. We have also seen super-
conductivity in an additional TTG device with
q = 1.39° (fig. S17).
Using both the top and bottom gates, we can

control both n and the displacement field D
independently, tuning the superconductivity
in TTGwith the electric field. Figure 3A shows
r as a function of n and displacement field D
at temperature T = 0.86 K. We observed at
charge neutrality a resistive peak that is not
disturbed byD. This is expected for the Dirac
cone crossings in the flat bands. At n = ±2, 1,
and 3, there are resistivity peaks that aremodu-
lated by D. At n = ±4, the system has low r,
which is expected thanks to the existence of
the additional Dirac cone and lack of band
insulators at full filling. In Fig. 3A, the super-
conductivity appears as the dark blue regions
both on the hole side between n = –3 and n =
–2 and on the electron side between n = 2 and
n = 3. The hole-side superconductivity persists
for all D, with a width that first increases with
D and starts to decrease at D/e0 ~ 0.4 V/nm.
The electron-side superconductivity is weaker

and affectedmore strongly byD. At T = 0.86 K,
it only starts to emerge at D/e0 ~ –0.4 V/nm.
At a lower temperature, T = 0.34 K, super-
conductivity on both sides extends to larger
ranges of n and D (fig. S16A). To better illus-
trate the evolution of the superconductors
with D, we have measured r(n, T) at several
discrete values for D, as shown in Fig. 3, B
to D, for holes and Fig. 3, E to G, for electrons,
showing dome-like superconducting regimes
[several representative r(T) curves are shown
in Fig. 3A, insets].Whereas the optimal doping
nop at which the maximum Tc occurs is in-
sensitive to D, we found the maximum Tc of
the dome and the filling range, Dn—the height
and width of the dome—to be sensitive to D.
We measured r(T) at different D at optimal
filling to extract the transition temperature Tc
at eachD, providing a quantitative description
of the D dependence of superconductivity.
Figure 3, H and I, shows Tc as a function ofD for
the hole-side and electron-side superconductors,
respectively. For the hole-side superconductor,
starting from D/e0 = 0, Tc first increases,
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Fig. 2. Superconductivity in TTG. (A) r as a function of n taken at a fixed
back gate voltage VBG = 0 V at several different temperature values. The
formation of superconducting regions is visible at n < –2 and n > 2. (Insets)
The superconducting dome in the T-n plane taken along a cut at (left inset)
VBG = 0 V for n < –2 and (right inset) at D/e0 = –0.56 V/nm for n > 2.
(B) Superconducting transition in resitivity at n = –2.3 and D/e0 = 0.29 V/nm.
The BKT transition temperature TBKT is indicated with the black square.

(Inset) I-V characteristic of the superconductor from 0.34 K (blue) to 3 K (red)
on a log-log scale, displaying a crossover from high-power polynomial to linear
behavior in the low V range. The black dashed line indicates where V º I3,
defining TBKT. (C) Differential resistance as a function of dc bias current at
different magnetic fields. (D) r as a function of temperature and perpendicular
magnetic field at n = –2.3 and D/e0 = 0.4 V/nm. The dashed line corresponds to
a GL theory fit with a coherence length of xGL = 34 nm (31).
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Tc(50%) = 2.5 K; TBKT = 2K

Density dependent 

superconducting domes

near # = ±%

in the differential resistance, dV/dI, as a
function of dc bias current as shown in Fig. 2C,
which shows a sharply defined critical current
Ic. At B = 0 T, the sudden increase of dV/dI
occurs at Ic = 880 nA. At low temperature,
there are oscillations of Ic in a Fraunhofer-like
pattern, demonstrating phase coherence (fig.
S15). As the magnetic field increases, Ic be-
comes smaller, and the shape of dV/dI be-
comes more smooth, which is a characteristic
behavior of 2D superconducivity suppressed
by a perpendicular magnetic field. The result-
ing critical field, Bc, is evident in r(T, B) in Fig.
2D. We extracted the Ginzburg-Landau (GL)
coherence length xGL from the theory for a 2D
superconductor:Bc ¼ ½F0=ð2px2GLÞ%ð1& T=TcÞ
(36), where F0 is the superconducting flux
quantum. Using the BKT transition temper-
ature as Tc in the above relation, we estimate
xGL = 34 nm, which is several times the in-
terparticle distance of 9 nm set by the moiré
periodicity. Using the more conventional Tc
extracted at r = 0.5rN, we found xGL = 13.4 nm,
which is only slightly larger than the inter-

particle distance. We have also seen super-
conductivity in an additional TTG device with
q = 1.39° (fig. S17).
Using both the top and bottom gates, we can

control both n and the displacement field D
independently, tuning the superconductivity
in TTGwith the electric field. Figure 3A shows
r as a function of n and displacement field D
at temperature T = 0.86 K. We observed at
charge neutrality a resistive peak that is not
disturbed byD. This is expected for the Dirac
cone crossings in the flat bands. At n = ±2, 1,
and 3, there are resistivity peaks that aremodu-
lated by D. At n = ±4, the system has low r,
which is expected thanks to the existence of
the additional Dirac cone and lack of band
insulators at full filling. In Fig. 3A, the super-
conductivity appears as the dark blue regions
both on the hole side between n = –3 and n =
–2 and on the electron side between n = 2 and
n = 3. The hole-side superconductivity persists
for all D, with a width that first increases with
D and starts to decrease at D/e0 ~ 0.4 V/nm.
The electron-side superconductivity is weaker

and affectedmore strongly byD. At T = 0.86 K,
it only starts to emerge at D/e0 ~ –0.4 V/nm.
At a lower temperature, T = 0.34 K, super-
conductivity on both sides extends to larger
ranges of n and D (fig. S16A). To better illus-
trate the evolution of the superconductors
with D, we have measured r(n, T) at several
discrete values for D, as shown in Fig. 3, B
to D, for holes and Fig. 3, E to G, for electrons,
showing dome-like superconducting regimes
[several representative r(T) curves are shown
in Fig. 3A, insets].Whereas the optimal doping
nop at which the maximum Tc occurs is in-
sensitive to D, we found the maximum Tc of
the dome and the filling range, Dn—the height
and width of the dome—to be sensitive to D.
We measured r(T) at different D at optimal
filling to extract the transition temperature Tc
at eachD, providing a quantitative description
of the D dependence of superconductivity.
Figure 3, H and I, shows Tc as a function ofD for
the hole-side and electron-side superconductors,
respectively. For the hole-side superconductor,
starting from D/e0 = 0, Tc first increases,
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Fig. 2. Superconductivity in TTG. (A) r as a function of n taken at a fixed
back gate voltage VBG = 0 V at several different temperature values. The
formation of superconducting regions is visible at n < –2 and n > 2. (Insets)
The superconducting dome in the T-n plane taken along a cut at (left inset)
VBG = 0 V for n < –2 and (right inset) at D/e0 = –0.56 V/nm for n > 2.
(B) Superconducting transition in resitivity at n = –2.3 and D/e0 = 0.29 V/nm.
The BKT transition temperature TBKT is indicated with the black square.

(Inset) I-V characteristic of the superconductor from 0.34 K (blue) to 3 K (red)
on a log-log scale, displaying a crossover from high-power polynomial to linear
behavior in the low V range. The black dashed line indicates where V º I3,
defining TBKT. (C) Differential resistance as a function of dc bias current at
different magnetic fields. (D) r as a function of temperature and perpendicular
magnetic field at n = –2.3 and D/e0 = 0.4 V/nm. The dashed line corresponds to
a GL theory fit with a coherence length of xGL = 34 nm (31).
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in the differential resistance, dV/dI, as a
function of dc bias current as shown in Fig. 2C,
which shows a sharply defined critical current
Ic. At B = 0 T, the sudden increase of dV/dI
occurs at Ic = 880 nA. At low temperature,
there are oscillations of Ic in a Fraunhofer-like
pattern, demonstrating phase coherence (fig.
S15). As the magnetic field increases, Ic be-
comes smaller, and the shape of dV/dI be-
comes more smooth, which is a characteristic
behavior of 2D superconducivity suppressed
by a perpendicular magnetic field. The result-
ing critical field, Bc, is evident in r(T, B) in Fig.
2D. We extracted the Ginzburg-Landau (GL)
coherence length xGL from the theory for a 2D
superconductor:Bc ¼ ½F0=ð2px2GLÞ%ð1& T=TcÞ
(36), where F0 is the superconducting flux
quantum. Using the BKT transition temper-
ature as Tc in the above relation, we estimate
xGL = 34 nm, which is several times the in-
terparticle distance of 9 nm set by the moiré
periodicity. Using the more conventional Tc
extracted at r = 0.5rN, we found xGL = 13.4 nm,
which is only slightly larger than the inter-

particle distance. We have also seen super-
conductivity in an additional TTG device with
q = 1.39° (fig. S17).
Using both the top and bottom gates, we can

control both n and the displacement field D
independently, tuning the superconductivity
in TTGwith the electric field. Figure 3A shows
r as a function of n and displacement field D
at temperature T = 0.86 K. We observed at
charge neutrality a resistive peak that is not
disturbed byD. This is expected for the Dirac
cone crossings in the flat bands. At n = ±2, 1,
and 3, there are resistivity peaks that aremodu-
lated by D. At n = ±4, the system has low r,
which is expected thanks to the existence of
the additional Dirac cone and lack of band
insulators at full filling. In Fig. 3A, the super-
conductivity appears as the dark blue regions
both on the hole side between n = –3 and n =
–2 and on the electron side between n = 2 and
n = 3. The hole-side superconductivity persists
for all D, with a width that first increases with
D and starts to decrease at D/e0 ~ 0.4 V/nm.
The electron-side superconductivity is weaker

and affectedmore strongly byD. At T = 0.86 K,
it only starts to emerge at D/e0 ~ –0.4 V/nm.
At a lower temperature, T = 0.34 K, super-
conductivity on both sides extends to larger
ranges of n and D (fig. S16A). To better illus-
trate the evolution of the superconductors
with D, we have measured r(n, T) at several
discrete values for D, as shown in Fig. 3, B
to D, for holes and Fig. 3, E to G, for electrons,
showing dome-like superconducting regimes
[several representative r(T) curves are shown
in Fig. 3A, insets].Whereas the optimal doping
nop at which the maximum Tc occurs is in-
sensitive to D, we found the maximum Tc of
the dome and the filling range, Dn—the height
and width of the dome—to be sensitive to D.
We measured r(T) at different D at optimal
filling to extract the transition temperature Tc
at eachD, providing a quantitative description
of the D dependence of superconductivity.
Figure 3, H and I, shows Tc as a function ofD for
the hole-side and electron-side superconductors,
respectively. For the hole-side superconductor,
starting from D/e0 = 0, Tc first increases,
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Fig. 2. Superconductivity in TTG. (A) r as a function of n taken at a fixed
back gate voltage VBG = 0 V at several different temperature values. The
formation of superconducting regions is visible at n < –2 and n > 2. (Insets)
The superconducting dome in the T-n plane taken along a cut at (left inset)
VBG = 0 V for n < –2 and (right inset) at D/e0 = –0.56 V/nm for n > 2.
(B) Superconducting transition in resitivity at n = –2.3 and D/e0 = 0.29 V/nm.
The BKT transition temperature TBKT is indicated with the black square.

(Inset) I-V characteristic of the superconductor from 0.34 K (blue) to 3 K (red)
on a log-log scale, displaying a crossover from high-power polynomial to linear
behavior in the low V range. The black dashed line indicates where V º I3,
defining TBKT. (C) Differential resistance as a function of dc bias current at
different magnetic fields. (D) r as a function of temperature and perpendicular
magnetic field at n = –2.3 and D/e0 = 0.4 V/nm. The dashed line corresponds to
a GL theory fit with a coherence length of xGL = 34 nm (31).
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Tunable Superconductivity in TTG

The appearance of these vHSs, and the sub-
sequent flavor ordering that limits the width
of the jnH ! nj ¼ 2 region and consequently
the region of superconductivity, accounts for
the reduction of the superconducting dome
at largeD. However, the initial enhancement
of the superconductivity seems to lie in the
region where band flatness dominates the
physics. In this regime, the average DOS and
bandwidth of the individual conduction and
valence band remain roughly constant (Fig.
4, G and H). The major change in the single-
particle band structure in this small D range
happens at the K point, at which the conduc-

tion and valence bands gradually split away
fromeachother, increasing the combinedband-
width at this point. Recent theoretical work has
suggested the importance of a second-order
process coupling flat bands, reminiscent of
super-exchange, as the driving force for pair-
ing (42, 43). This process leads to an energy
scale J ~ t2/Ec, where t is related to the overall
effective bandwidth and Ec is a measure of the
Coulomb repulsion. This pairing mechanism
also invokes the presence of the combination
of twofold rotation and time-reversal C2zT
symmetry. This symmetry requirement is con-
sistent withMA-TBG and alternatingMA-TTG

being, at present, the two platforms that ex-
hibit robust superconductivity, and they are
also distinct among existing moiré systems in
retaining this symmetry. Within this picture,
changing the overall effective bandwidth t
can enhance superconductivity, which may
be related to the observed enhancement of
both bandwidth and Tc on increasing the
displacement field at small D. Further evi-
dence for the strong coupling nature of super-
conductivity is provided by the rapid increase
of Tc(n) with doping observed in the super-
conducting domes for jnj < jnopj. This suggests
a picture in which tightly bound Cooper pairs
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Fig. 4. Hall data and band structure.
(A) Renormalized Hall density nH at
0.5 T at several D at 0.86 K. Several
resets in nH are visible at flavor
symmetry–breaking boundaries. Sign-
reversal vHS with flavor symmetry–
breaking is indicated with vertical
arrows. (B) Subtracted Hall density
jnH ! nj as a function of n and D in the
same region. The four arrows with
different colors indicate the locations of
the line cuts in (A). The blue and orange
dashed lines trace out the boundaries
of the superconducting region at
0.34 K (fig. S16A) and 0.86 K (Fig. 3A),
respectively. The jnH ! nj ¼ 4 region
designated “I” crowds out the
superconducting region at large D.
(C and D) The same as (A) and (B),
respectively, but near the n = 2 super-
conducting state. (E and F) Theoretical
single-particle band structures at
(E) small and (F) large interlayer
potential U (31). The major change in
the band structure is a splitting at
the K point. (G) Calculated DOS as a
function of n and U. The large flat-band
DOS at near n = 0 at small U diverge
into prominent vHSs at large U.
(H) Bandwidth displayed as the standard
deviation of the conduction (c),
valence (v), and combined (c+v) flat
bands as a function of U.
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Field Tunable Bands

Hybridization between 
Dirac cones and flatbands

• Doping n=-2 states is deeply related to SC 
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reaches amaximumat aroundD/e0 = 0.4 V/nm,
and then decreases quickly. The electron-side
superconductor displays a similar trend, with
Tc increasing after first appearing atD/e0 ~ –
0.5 V/nm then decreasing below D/e0 ~ –
0.62 V/nm.
The electric field–tunable superconductivity

in TTG can be ascribed to the tuning of single-
particle bands controlled by D (37). Figure 4A
shows renormalized Hall density (measured
Hall density divided by ns) nH = B/erxyns at a
low magnetic field B = 0.5 T, near the region
where the hole-side superconductor resides.
AtD/e0 = 0.2 V/nm and away from zero filling,
nH(n) increases linearly with a unity slope and
then resets to 0 near n = –2. This resetting
behavior has been considered a signature of the
spin and valley isospin symmetry–breaking, in
which the fourfold degeneracy turns into two-
fold (7). After this flavor symmetry–breaking,
the electrons completely fill the two lower-
energy bands, and nH corresponds to the den-
sity in the two higher-energy bands. Similar
flavor symmetry–breaking in moiré flat bands
has been observed and discussed in MA-TBG
(11, 15, 38, 39). This symmetry breaking can be
better illustrated by the quantity jnH ! nj,
which directly gives the degeneracy of the
symmetry-breaking phase (7). Figure 4B shows
jnH ! nj as a function of n and D, showing
several symmetry-breaking regions. At 0 >
n > –2, the large area of jnH ! nj ¼ 0 shown in
Fig. 4B as dark blue indicates that the holes
are filling the four bands equally. At –2 > n >
–3, the system enters the symmetry-breaking

phase with two degenerate bands where jnH!
nj ¼ 2, shown in Fig. 4B inwhite. At n = –3 and
at small D, another reset occurs, and at n < –3,
jnH ! nj is not integer-valued, changing grad-
ually from 3 to 4.
This symmetry-breaking behavior is affected

asD tunes the single-particle band structure of
the MA-TTG. In particular, for the hole-side
band (n < 0), above D/e0 = 0.35 V/nm a large
region jnH ! nj ¼ 4 emerges at n < –3 (Fig. 4B,
region I), indicating that the four bands are
being filled equally with no symmetry break-
ing. We found that this region is bounded on
the right by a vanHove singularity (vHS)whose
existence can be detected from diverging nH
followed by a sign change (11). The character-
istic sharp divergences of two vHSs can be
seen in Fig. 4A atD/e0 = 0.4 V/nm near n = –3
(indicated with vertical arrows), combining
into one large divergence at larger D. The
left boundary of Fig. 4B, region I, also shows
a discontinuity. However, the nH value across
this boundary is continuous, indicating that
this is not a vHS. As D increases, the flavor-
polarizing vHS moves to the right, expanding
the jnH ! nj ¼ 4region. This evolution corre-
lates with the reduction of superconductivity.
In Fig. 4B, we superimpose the boundaries of
the zero–magnetic field superconducting re-
gion at 0.34 K (fig. S16A) and 0.86 K (Fig. 3A)
onto the jnH ! nj plot as blue and orange
dashed lines, respectively. The 0.34 K super-
conducting region boundary aligns well with
the jnH ! nj ¼ 2 symmetry-breaking phase
boundary. At 0.86 K, where superconductivity

becomes weaker, we can see that the super-
conducting region is reduced as the vHS and
jnH ! nj ¼ 4region crowdout thejnH ! nj ¼ 2
region. For the electron-side superconductor,
similar analysis (Fig. 4D) shows that the super-
conducting region also shrinks when the vHS
starts to cross the symmetry-breaking phase
boundary.
The region near a vHS has an increasedDOS,

which promotes superconductivity in conven-
tional Bardeen-Cooper-Schrieffer (BCS) theory
in the weak coupling limit (40, 41). Instead, we
observed that superconductivity weakens as
a vHS approaches, and subsequently, flavor
polarization occurs. The prominent role of vHS
in the system can also be captured in single-
particle band calculations. Figure 4G shows
calculated DOS as a function of n and inter-
layer electric potential U, which is directly
proportional to the experimental D. The cal-
culated DOS is symmetric between positive
and negative U, so only the positive part is
shown. We observed that at low D, there is
high DOS concentrated near charge neutral-
ity, which is a reflection of the flatness of the
bands. An example band structure at low D
with U = 11 meV is shown in Fig. 4E. As D
increases, the bands becomemore dispersive,
and vHSs become prominent, as shown in
the DOS calculation in Fig. 4G as the sharp
white features at larger U. An example band
structure in this range is shown in Fig. 4F. The
prominence of the vHSs in the theoretical DOS
at largeU agrees with the vHSs that appear at
large D in experiments.
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Fig. 3. Electric field–tuned superconductivity. (A) r map as a function of n and
D at 0.86 K. Superconducting regions appear for n < –2 and n > 2. (Top inset)
The r at the superconducting transition in the hole region. (Bottom inset) The r at
the superconducting transition in the electron region. (B to G) Dome-shaped

superconducting regions in the T-n plane at different D for [(B) to (D)] n < –2 and
[(E) to (G)] n > 2. The size and shape of the domes are tuned by D. (H and I) Tc
as a function of D taken at (H) n = –2.3 and (I) n = 2.45. Tc is chosen to be
the point at which r = 10% rN, and error bars correspond to 5% rN and 15% rN.
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Tc = 0.35 K

Tc = 0.86 K

• Superconductivity becomes even 
weaker near the van Hove singularity

Hao et al., Science (2021); Similar results by Park et al., Nature (2021)
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reaches amaximumat aroundD/e0 = 0.4 V/nm,
and then decreases quickly. The electron-side
superconductor displays a similar trend, with
Tc increasing after first appearing atD/e0 ~ –
0.5 V/nm then decreasing below D/e0 ~ –
0.62 V/nm.
The electric field–tunable superconductivity

in TTG can be ascribed to the tuning of single-
particle bands controlled by D (37). Figure 4A
shows renormalized Hall density (measured
Hall density divided by ns) nH = B/erxyns at a
low magnetic field B = 0.5 T, near the region
where the hole-side superconductor resides.
AtD/e0 = 0.2 V/nm and away from zero filling,
nH(n) increases linearly with a unity slope and
then resets to 0 near n = –2. This resetting
behavior has been considered a signature of the
spin and valley isospin symmetry–breaking, in
which the fourfold degeneracy turns into two-
fold (7). After this flavor symmetry–breaking,
the electrons completely fill the two lower-
energy bands, and nH corresponds to the den-
sity in the two higher-energy bands. Similar
flavor symmetry–breaking in moiré flat bands
has been observed and discussed in MA-TBG
(11, 15, 38, 39). This symmetry breaking can be
better illustrated by the quantity jnH ! nj,
which directly gives the degeneracy of the
symmetry-breaking phase (7). Figure 4B shows
jnH ! nj as a function of n and D, showing
several symmetry-breaking regions. At 0 >
n > –2, the large area of jnH ! nj ¼ 0 shown in
Fig. 4B as dark blue indicates that the holes
are filling the four bands equally. At –2 > n >
–3, the system enters the symmetry-breaking

phase with two degenerate bands where jnH!
nj ¼ 2, shown in Fig. 4B inwhite. At n = –3 and
at small D, another reset occurs, and at n < –3,
jnH ! nj is not integer-valued, changing grad-
ually from 3 to 4.
This symmetry-breaking behavior is affected

asD tunes the single-particle band structure of
the MA-TTG. In particular, for the hole-side
band (n < 0), above D/e0 = 0.35 V/nm a large
region jnH ! nj ¼ 4 emerges at n < –3 (Fig. 4B,
region I), indicating that the four bands are
being filled equally with no symmetry break-
ing. We found that this region is bounded on
the right by a vanHove singularity (vHS)whose
existence can be detected from diverging nH
followed by a sign change (11). The character-
istic sharp divergences of two vHSs can be
seen in Fig. 4A atD/e0 = 0.4 V/nm near n = –3
(indicated with vertical arrows), combining
into one large divergence at larger D. The
left boundary of Fig. 4B, region I, also shows
a discontinuity. However, the nH value across
this boundary is continuous, indicating that
this is not a vHS. As D increases, the flavor-
polarizing vHS moves to the right, expanding
the jnH ! nj ¼ 4region. This evolution corre-
lates with the reduction of superconductivity.
In Fig. 4B, we superimpose the boundaries of
the zero–magnetic field superconducting re-
gion at 0.34 K (fig. S16A) and 0.86 K (Fig. 3A)
onto the jnH ! nj plot as blue and orange
dashed lines, respectively. The 0.34 K super-
conducting region boundary aligns well with
the jnH ! nj ¼ 2 symmetry-breaking phase
boundary. At 0.86 K, where superconductivity

becomes weaker, we can see that the super-
conducting region is reduced as the vHS and
jnH ! nj ¼ 4region crowdout thejnH ! nj ¼ 2
region. For the electron-side superconductor,
similar analysis (Fig. 4D) shows that the super-
conducting region also shrinks when the vHS
starts to cross the symmetry-breaking phase
boundary.
The region near a vHS has an increasedDOS,

which promotes superconductivity in conven-
tional Bardeen-Cooper-Schrieffer (BCS) theory
in the weak coupling limit (40, 41). Instead, we
observed that superconductivity weakens as
a vHS approaches, and subsequently, flavor
polarization occurs. The prominent role of vHS
in the system can also be captured in single-
particle band calculations. Figure 4G shows
calculated DOS as a function of n and inter-
layer electric potential U, which is directly
proportional to the experimental D. The cal-
culated DOS is symmetric between positive
and negative U, so only the positive part is
shown. We observed that at low D, there is
high DOS concentrated near charge neutral-
ity, which is a reflection of the flatness of the
bands. An example band structure at low D
with U = 11 meV is shown in Fig. 4E. As D
increases, the bands becomemore dispersive,
and vHSs become prominent, as shown in
the DOS calculation in Fig. 4G as the sharp
white features at larger U. An example band
structure in this range is shown in Fig. 4F. The
prominence of the vHSs in the theoretical DOS
at largeU agrees with the vHSs that appear at
large D in experiments.
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Fig. 3. Electric field–tuned superconductivity. (A) r map as a function of n and
D at 0.86 K. Superconducting regions appear for n < –2 and n > 2. (Top inset)
The r at the superconducting transition in the hole region. (Bottom inset) The r at
the superconducting transition in the electron region. (B to G) Dome-shaped

superconducting regions in the T-n plane at different D for [(B) to (D)] n < –2 and
[(E) to (G)] n > 2. The size and shape of the domes are tuned by D. (H and I) Tc
as a function of D taken at (H) n = –2.3 and (I) n = 2.45. Tc is chosen to be
the point at which r = 10% rN, and error bars correspond to 5% rN and 15% rN.
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optimal point on the superconducting domes constrained to pass through ⌫ = ±2.
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Berezinskii–Kosterlitz–Thouless (BKT) Transition Analysis

Like other ordered phases in 2D, a 2D superconductor does not have a true finite-temperature
phase transition but can go through a topological phase transition called BKT transition. Below
the BKT transition temperature TBKT, vortices and anti-vortices of the order parameter bind
closely with each other and above TBKT, these vortices and anti-vortices proliferate and become
independent, dominating the physics in the system. One manifestation of this transition in a 2D
superconductor is that its V � I dependence follows a power law below TBKT and the power
exponent, ↵ goes through a rapid crossover near the transition, with ↵ = 3 at TBKT. To analyze the
BKT transition, at each temperature, we use a lock-in to measure dV/dI as a function of DC bias
current, as shown in Fig. S12a. We integrate this and assign V = 0 at zero I to obtain the V (I)
curves shown in Fig. 2 and Fig. S12B. When fitting to a power law to obtain ↵, we fit only the low
voltage behaviour below 1 µV. This low voltage behaviour captures the initial unbinding of
vortex-anti-vortex pairs under the effect of temperature [45,46]. We note that if ↵ is extracted at
high current it captures unbinding of the vortices and anti-vortices due to current instead of
temperature. This is a common error in experimental analysis and one that we made in out initial
analysis of the BKT temperature. Figure S12B clearly shows the V � I curves follow a
power-law in low current range and the power exponent rapidly decreases with increasing
temperature. The black dashed line has ↵ = 3. The ↵ values extracted from this procedure are
shown in the inset of Fig. S12a.

Strong-Coupling Superconductivity

The rapid increase in Tc with doping in addition to the suppression of superconductivity due to
the van Hove singularity point towards a strong coupling (BEC) scenario for superconductivity
where preformed bosonic charge 2e objects are condensed. One such model is the skyrmion
model of superconductivity proposed in Ref. [43]where such bosonic charge 2e objects were
proposed to be topological skyrmion textures in some pseudospin variable. Regardless of the
actual mechanism, a strong-coupling BEC superconductor obtained by condensing charge 2e
objects whose density is ⌫2e and mass is M2e is characterized by the critical temperature [47]

kBTc =
⌫2e⇡h̄

2

2AMM2e
=

⌫2eJ

2
, (S6)

Here, we take the filling fraction of the charge 2e objects ⌫2e to be equal to half the filling fraction
measured relative to half-filling ⌫ = ±2. AM denotes the area of the moiré unit cell and J is an
effective pairing scale. We can use this formula to extract J from our data by fitting Tc(⌫) near its
maximum, where we expect this formula to apply. Figure S13 shows examples of these fits in the
electron and hole superconducting domes superimposed onto the dome resistivty. Since the
superconductivity appears only in the flavour symmetry broken regions where |nH � ⌫| = 2,
where the relevant carrier filling fraction is related to ⌫ = ±2, we constrain the fits so that
Tc(⌫ = ±2) = 0. The resulting fits agree reasonably well with our data and correspond to values
of J between 2.5 and 3.5 meV on the hole side, and between 0.6 and 1.2 meV on the electron
side. This is roughly of the same order as the coupling scale predicted theoretically [43].
Moreover, as shown in Fig. S14, we find that J is correlated with the maximum Tc at a given D as
we would expect if J is a measure of the pairing strength. We note that based on our extracted

6

5

FIG. 4: Pairing of Charged Topological textures: (a)
Single charge e skyrmion in one of the Chern sector.

Pseudospins in n+ and n� not antiferromagnetically aligned
in the skyrmion core. (b) skyrmion-antiskyrmion pair in
n+-n� binding together due to the antiferromagnetic

coupling J which favors local pseudospin anti-alignment
forming a charge 2e object.

posite Chern-bands; if we had had J < 0, skyrmions would
bind with skyrmions, leading to a charge-neutral object. Re-
markably, despite the long-range Coulomb interaction, such
a bound state will form no matter how small J is, in the ab-
sence of other anisotropies. Roughly speaking, an isolated
charge e skyrmion in a single Chern sector pays a “Zeeman”
energy due to coupling to the uniform ferromagnetic order in
the opposite sector via the exhange term J . This energy cost
scales with the size R of the skyrmions as ⇠ JR2. As in the
case of quantum Hall skyrmions [52], the competition with
the Coulomb repulsion ⇠ U/R will lead to a finite size for
such skyrmions and yields an extra energy penalty on top of
the elastic contribution. On the other hand, a pair of antifer-
romagnetically locked charge 2e skyrmions does not pay any
exchange energy which enables it to evade Coulomb repul-
sion by becoming very large. Hence, the extended nature of
the skyrmion allows for a pairing mechanism which evades
the Coulomb repulsion while benefiting locally from the anti-
ferromagnetic coupling.

The inclusion of the easy plane anisotropy � due to im-
perfect sublattice polarization affects the above scenario as
follows. First, it leads to the deformation of skyrmions to a
topologically equivalent configuration of a meron-antimeron
pair to evade the penalty of out-of-plane pseudospin align-
ment. Second, it reduces the binding energy of anti-
ferromagnetically locked skyrmion-antiskyrmion pair. This
can be seen by noting that out-of-plane pseudospin only incurs
an energy penalty for such skyrmion pairs but not for individ-
ual skyrmions (since the energy only has the term n+,zn�,z

but not n2

+,z
). As a result, this term reduces the binding en-

ergy of the charge 2e skyrmion-antiskyrmion pairs and even-
tually leads to their unbinding when it is sufficiently large.
Evidence from a recent numerical study [12] suggests that the

binding energy remains finite for the physically relevant pa-
rameter regime which we will assumed in what follows.

Superconductivity does not follow from pairing alone. To
establish a nonzero superfluid stiffness and transition tem-
perature Tc, the condensing 2e bound state must have a fi-
nite effective mass despite the flat-band dispersion of charge
e skyrmions. Remarkably, this effective mass can be gener-
ated entirely by the Coulomb repulsion through the exchange
scale J . This can be understood by noting that the skyrmion
and antiskyrmion in opposite Chern sectors feel opposite ef-
fective magnetic fields Be↵ =

2⇡~
eAM

. This leads to a Lorentz
force which tends to pull them apart when they move together.
Given that a skyrmion-antiskyrmion pair are bound together
by J as shown in Figure 4b, the restoring ”spring” force bal-
ances the Lorentz force leading to an effective mass. More
precisely, writing the Lagrangian for a a skyrmion and an an-
tiskyrmion at R+ and R�:

L =
eBe↵

2
(Ṙ+⇥R+�Ṙ�⇥R�)�

k

2
(R+�R�)

2, k = 4⇡J

(6)
and eliminating the relative coordinate R+ �R� in favor of
the center-of-mass coordinates: Rs =

R++R�
2

yields L =

(eBeff )
2

2k
Ṙ2

s
from which we can read off the effective mass:

Mpair =
(eBe↵)

2

k
=

⇡~2
JA2

M

(7)

and the transition temperature [35], related to the effective
mass and stiffness through:

kBTc =
⌫⇡~2

2AMMpair

= ⌫
JAM

2
(8)

where ⌫ is the skyrmion filling fraction. The effective mass
sets the condensation scale of the composite objects. For
MATBG, JAM ⇠ 1 meV leading to the scale Tc ⇠ 1 � 5

K. We will verify these estimates using a field theoretical cal-
culation of the phase diagram with doping.

V. FIELD THEORY DESCRIPTION OF THE SKYRMION
SUPERCONDUCTOR AT FINITE CHEMICAL POTENTIAL

The antiferromagnetic coupling implies that the n+ and n�
pseudospins are antiferromagnetically locked in the ground
state. In addition, the lowest energy charge excitation are also
bound states: of skyrmions in n+ and of antiskyrmions in
n� where n+ = �n� = n, which can be understood as n-
skyrmions which carry charge 2e. Thus, we can integrate out
the massive ferromagnetic fluctuations, n++n�, whose mass
is proportional to J . The resulting field theory is then written
solely in terms of the SO(3) vector n. Furthermore, we can
rewrite this in the well known CP1 representation by writing
n = z†⌘z, where we introduced the bosonic spinon field z =

(z1, z2)T which satisfies the constraint z†z = 1. [9, 18, 25].
The overall phase of z is redundant which leads to the gauge

Khalaf et al., arXiv:2004.00638;  Christos et al., PNAS 117, 29543 (2020); 
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Twisted bilayer graphene (TBG) represents a robust platform to study strong interactions. While 

correlated phases are strongest at the magic angle, around 1.06°, signatures of correlation have been 
observed over a range of angles from 0.9° to 1.2°. Recently, alternating twist multilayer graphene 
(ATMG) systems, consisting of m layers with equal and sign-alternating twist angles, have emerged 
as a family of moiré systems which share several basic properties with TBG while differing in some 
details such as screening, lattice relaxation and response to electric and magnetic fields. The 
similarity is rooted in the observation that ATMG can be mapped to a set of decoupled TBGs at 
different twist angles. Recent experiments have already seen signatures of strong correlations, 
including superconductivity, in alternating twist trilayer graphene (ATTG) at a magic angle that is 
larger than the TBG magic angle by ξ૛. Here, we take the next step by studying alternating twist 
quadrilayer graphene (ATQG) whose magic angle is larger than TBG magic angle by the golden 
ratio, §1.62. Rather than focusing on the magic angle of 1.68°, we consider angles at the edge of the 
magic angle regime, 1.96° and 1.52°, which map to 1.21° and 0.94° in TBG. For the larger angle, we 
find signatures of correlated insulators only when the ATQG is hole doped, and no signatures of 
superconductivity, and for the smaller angle we find signatures of superconductivity, while signs of 
the correlated insulators weaken. Our results provide insights on the twist angle dependence of 
correlated phases in ATMG and sheds light on the nature of correlations in the intermediate coupling 
regime at the edge of the magic angle range where dispersion and interaction are of the same order. 

The emergence of two-dimensional van der Waals materials has enabled a new field of study in which 
moiré superlattices are engineered by stacking multiple van der Waals materials and applying a controlled 
twist between layers. For certaiQ�PRLUp�KHWHURVWUXFWXUHV��WKHUH�DUH�D�VHULHV�RI�µPDJLF�DQJOHV¶�DW�ZKLFK�WKH�
lowest lying energy bands of the moiré band structure become extremely flat, enabling the Coulomb 
interaction strength to greatly exceed the kinetic energy of electrons in the band, favoring electron-electron 
correlations1. Starting with the discovery of correlated insulators and superconductivity within the flat 
bands of magic angle twisted bilayer graphene (MATBG)2,3, substantial effort has been made to better 
understand the fundamental physics of moiré flat bands, and to expand the family of moiré heterostructures. 
Recent studies have revealed additional correlation-driven states in MATBG, such as ferromagnetism4,5 and 
Chern insulators6±9, while others have focused on new types of twisted bilayers consisting of monolayer-
bilayer graphene10±12, bilayer-bilayer graphene13±17, trilayer graphene on hBN18,19, and transition metal 
dichalcogenides20±22. These systems exhibit similar correlated phases as in TBG but they differ in some 
fundamental aspects related to symmetry and band topology. In addition, they show no or rather weak 
signatures of superconductivity in contrast to TBG where robust superconductivity has been observed. 

arXiv:2201.01637

Magic-Angle Multilayer Graphene: A Robust Family of Moiré Superconductors

Jeong Min Park,1, ⇤, † Yuan Cao,1, 2, ⇤ Liqiao Xia,1 Shuwen Sun,1

Kenji Watanabe,3 Takashi Taniguchi,3 and Pablo Jarillo-Herrero1, †
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Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

2
Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA
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The discovery of correlated states and superconductivity in magic-angle twisted bi-

layer graphene (MATBG)1,2 has established moiré quantum matter as a new platform

to explore interaction-driven and topological quantum phenomena3. Multitudes of

phases have been realized in moiré systems, but surprisingly, robust superconductiv-

ity has been one of the least common of all, initially found in MATBG and only more

recently also in magic-angle twisted trilayer graphene (MATTG)4,5. While MATBG

and MATTG share some similar characteristics, they also exhibit substantial di↵er-

ences, such as in their response to external electric and magnetic fields. This raises

the question of whether they are simply two separate unique systems, or whether

they form part of a broader family of superconducting materials. Here, we report the

experimental realization of magic-angle twisted 4-layer and 5-layer graphene (MAT4G

and MAT5G, respectively), which turn out to be superconductors, hence establishing

alternating-twist magic-angle multilayer graphene6 as a robust family of moiré super-

conductors. The members of this family have flat bands in their electronic structure as

a common feature, suggesting their central role in the observed robust superconduc-

tivity. On the other hand, there are also important variations across the family, such

as di↵erent symmetries for members with even and odd number of layers. However,

our measurements in parallel magnetic fields, in particular the investigation of Pauli

limit violation and spontaneous rotational symmetry breaking, reveal that the most

pronounced distinction is between the N = 2 and N > 2-layer structures. Our results

expand the emergent family of moiré superconductors, providing new insight with

potential implications for the design of novel superconducting materials platforms.

Moiré quantum matter results from stacking two or more atomically thin materials with a lat-

tice mismatch or at a relative twist angle3. Since the discovery of MATBG1,2, moiré systems have
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Ascendance of Superconductivity in Magic-Angle
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Graphene moiré superlattices have emerged as a platform hosting an abundance of corre-
lated insulating, topological, and superconducting phases. While the origins of strong cor-
relations and non-trivial topology are shown to be directly linked to flat moiré bands1–7,
the nature and mechanism of superconductivity remain enigmatic. In particular, only al-
ternating twisted stacking geometries8 of bilayer and trilayer graphene are found to ex-
hibit robust superconductivity manifesting as zero resistance and Fraunhofer interference
patterns9–11. Here we demonstrate that magic-angle twisted tri-, quadri-, and pentalayers
placed on monolayer tungsten diselenide exhibit flavour polarization and superconductivity.
We also observe insulating states in the trilayer and quadrilayer arising at finite electric dis-
placement fields, despite the presence of dispersive bands introduced by additional graphene
layers. Moreover, the three multilayer geometries allow us to identify universal features in
the family of graphene moiré structures arising from the intricate relations between super-
conducting states, symmetry-breaking transitions, and van Hove singularities. Remarkably,
as the number of layers increases, superconductivity emerges over a dramatically enhanced
filling-factor range. In particular, in twisted pentalayers, superconductivity extends well be-
yond the filling of four electrons per moiré unit cell, demonstrating the non-trivial role of
the additional bands. Our results highlight the importance of the interplay between flat and
dispersive bands in extending superconducting regions in graphene moiré superlattices and
open new frontiers for developing graphene-based superconductors.

While a rich phase diagram of quantum electronic phases has been realized in many graphene
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FIG. 2: Robust superconductivity in MAT4G and MAT5G. (a-b) Resistance Rxx versus moiré filling factor
⌫ and temperature T for MAT4G and MAT5G, respectively. The superconducting domes span a wide
density range across the flat bands. Note that in MATTG, MAT4G, and MAT5G, ⌫ includes the filling
of both the flat bands and the extra dispersive bands. (c) Di↵erential resistance dVxx/dI versus dc bias
current I and small perpendicular magnetic field B?, showing Fraunhofer-like oscillations in B?. The data
are measured in a split top gate geometry where the middle non-gated region is tuned to a resistive state (N)
while maintaining the gated regions superconducting (S), thus forming an SNS Josephson junction38,39. (d)
Voltage (V ) versus current (I) curves at T ranging from 220mK to 4K at ⌫ = �2.70 andD/"0 = 0.21V nm�1

in MAT4G. We find sharp transitions at low T , with a weakly linear in T dependence above ⇠ 4K. (e)
Same measurement in MAT5G at ⌫ = 2.38 and D/"0 = 0Vnm�1. (f) Ginzburg-Landau coherence length
⇠GL versus ⌫ at D/"0 = �0.32V nm�1 in MAT4G, along with the extracted Berezinskii–Kosterlitz–Thouless
transition temperature TBKT . They are overlaid on a colormap of Rxx versus ⌫ and T . ⇠GL reaches low values
around 20 nm near optimal doping ⌫ ⇠ 2.5. The extraction is performed with 25%, 30%, and 35% of normal-
state resistance for the lower uncertainty bound, middle value, and upper uncertainty bound, respectively
(see Methods). (g-h) Rxx versus T curves in MAT4G at D/"0 = 0.23V nm�1 (g) and D/"0 = �0.32V nm�1

(h) across ⌫ up to T = 30K showing sharp superconducting transitions. The color scale for the curves
matches the scale bar shown in the hole-doped and electron-doped plots at the top in (a), respectively.

Figure 1 | Superconductivity and correlated insulators in alternating twisted graphene mul-
tilayers. a, Schematics of the alternating twisted graphene multilayers where each successive
layer is twisted by an angle ±✓ relative to the previous one in an alternating sequence. b, Band
structure of twisted trilayer, quadrilayer, and pentalayer graphene (from top to bottom) for angles
close to theoretical magic angle at zero D field (left) and D/✏0 ⇡ 0.4 V nm�1 (right) for valley
K (see SI, section 4). c–e, Line cuts of Rxx versus filling factor ⌫ for a range of temperatures
(shown are traces taken first at 25 mK, then every 0.25 K from 0.25 K to 2 K, followed by every
1 K from 3 K to 7 K), from top to bottom measured at D/✏0 = 0.22 V nm�1 (c), �0.15 V nm�1

(d), and 0 V nm�1 (e), respectively. Activation gap fit of ⌫ = +2 TTG correlated insulator for
D/✏0 = 0.26 V nm�1 is shown in inset of c. The inset of d shows insulators in TQG at charge neu-
trality and larger electric fields. f, Rxx versus temperature and ⌫ for the trilayer focusing around
⌫ = +2 at D/✏0 = 0.26 V nm�1. g, Rxx versus temperature and D field for the quadrilayer
focusing near charge neutrality. h–j, Rxx versus temperature and ⌫ for hole doping, showing su-
perconducting domes around ⌫ = �2 in the same systems and for the same D fields as in c–e.
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Twisted Quadruple Layer Graphene: Dispersive versus Flat Bands
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Superconductivity with proximity induced SOC

Angle dependence of 
SOC
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Summary

• SU(4) flavor polarization can create Chern bands in twisted graphene  

• Superconductivity in twisted graphene is deeply connected to flavor polarization

• Multilayer twisted stacked graphene systems provide various correlated 
Chern insulators that can provide flavour polarized metals and potentially 
unconventional superconductivity

Alternating twist multilayer graphene

12EK, Kruchkov, Tarnopolsky, Vishwanath PRB 2019

� 2n + 1 layers: single Dirac cone + n copies 
of TBG at different interlayer coupling

� 2n layers: n copies of TBG at 
different interlayer coupling

5

FIG. 4: Pairing of Charged Topological textures: (a)
Single charge e skyrmion in one of the Chern sector.

Pseudospins in n+ and n� not antiferromagnetically aligned
in the skyrmion core. (b) skyrmion-antiskyrmion pair in
n+-n� binding together due to the antiferromagnetic

coupling J which favors local pseudospin anti-alignment
forming a charge 2e object.

posite Chern-bands; if we had had J < 0, skyrmions would
bind with skyrmions, leading to a charge-neutral object. Re-
markably, despite the long-range Coulomb interaction, such
a bound state will form no matter how small J is, in the ab-
sence of other anisotropies. Roughly speaking, an isolated
charge e skyrmion in a single Chern sector pays a “Zeeman”
energy due to coupling to the uniform ferromagnetic order in
the opposite sector via the exhange term J . This energy cost
scales with the size R of the skyrmions as ⇠ JR2. As in the
case of quantum Hall skyrmions [52], the competition with
the Coulomb repulsion ⇠ U/R will lead to a finite size for
such skyrmions and yields an extra energy penalty on top of
the elastic contribution. On the other hand, a pair of antifer-
romagnetically locked charge 2e skyrmions does not pay any
exchange energy which enables it to evade Coulomb repul-
sion by becoming very large. Hence, the extended nature of
the skyrmion allows for a pairing mechanism which evades
the Coulomb repulsion while benefiting locally from the anti-
ferromagnetic coupling.

The inclusion of the easy plane anisotropy � due to im-
perfect sublattice polarization affects the above scenario as
follows. First, it leads to the deformation of skyrmions to a
topologically equivalent configuration of a meron-antimeron
pair to evade the penalty of out-of-plane pseudospin align-
ment. Second, it reduces the binding energy of anti-
ferromagnetically locked skyrmion-antiskyrmion pair. This
can be seen by noting that out-of-plane pseudospin only incurs
an energy penalty for such skyrmion pairs but not for individ-
ual skyrmions (since the energy only has the term n+,zn�,z

but not n2

+,z
). As a result, this term reduces the binding en-

ergy of the charge 2e skyrmion-antiskyrmion pairs and even-
tually leads to their unbinding when it is sufficiently large.
Evidence from a recent numerical study [12] suggests that the

binding energy remains finite for the physically relevant pa-
rameter regime which we will assumed in what follows.

Superconductivity does not follow from pairing alone. To
establish a nonzero superfluid stiffness and transition tem-
perature Tc, the condensing 2e bound state must have a fi-
nite effective mass despite the flat-band dispersion of charge
e skyrmions. Remarkably, this effective mass can be gener-
ated entirely by the Coulomb repulsion through the exchange
scale J . This can be understood by noting that the skyrmion
and antiskyrmion in opposite Chern sectors feel opposite ef-
fective magnetic fields Be↵ =

2⇡~
eAM

. This leads to a Lorentz
force which tends to pull them apart when they move together.
Given that a skyrmion-antiskyrmion pair are bound together
by J as shown in Figure 4b, the restoring ”spring” force bal-
ances the Lorentz force leading to an effective mass. More
precisely, writing the Lagrangian for a a skyrmion and an an-
tiskyrmion at R+ and R�:

L =
eBe↵

2
(Ṙ+⇥R+�Ṙ�⇥R�)�

k

2
(R+�R�)

2, k = 4⇡J

(6)
and eliminating the relative coordinate R+ �R� in favor of
the center-of-mass coordinates: Rs =

R++R�
2

yields L =

(eBeff )
2

2k
Ṙ2

s
from which we can read off the effective mass:

Mpair =
(eBe↵)

2

k
=

⇡~2
JA2

M

(7)

and the transition temperature [35], related to the effective
mass and stiffness through:

kBTc =
⌫⇡~2

2AMMpair

= ⌫
JAM

2
(8)

where ⌫ is the skyrmion filling fraction. The effective mass
sets the condensation scale of the composite objects. For
MATBG, JAM ⇠ 1 meV leading to the scale Tc ⇠ 1 � 5

K. We will verify these estimates using a field theoretical cal-
culation of the phase diagram with doping.

V. FIELD THEORY DESCRIPTION OF THE SKYRMION
SUPERCONDUCTOR AT FINITE CHEMICAL POTENTIAL

The antiferromagnetic coupling implies that the n+ and n�
pseudospins are antiferromagnetically locked in the ground
state. In addition, the lowest energy charge excitation are also
bound states: of skyrmions in n+ and of antiskyrmions in
n� where n+ = �n� = n, which can be understood as n-
skyrmions which carry charge 2e. Thus, we can integrate out
the massive ferromagnetic fluctuations, n++n�, whose mass
is proportional to J . The resulting field theory is then written
solely in terms of the SO(3) vector n. Furthermore, we can
rewrite this in the well known CP1 representation by writing
n = z†⌘z, where we introduced the bosonic spinon field z =

(z1, z2)T which satisfies the constraint z†z = 1. [9, 18, 25].
The overall phase of z is redundant which leads to the gauge
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Graphene: Moire Superlattice
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Imaging AB/AC domain in Bernal stacked bilayer graphene



Transmission Electron Microscopy

Specimen

Back focal plane
(Diffraction)

Objective lens

Image plane
(Real space image)

Instrument and ray diagram 

Dark Field Imaging Graphene Domains

Graphene/graphene/hBN

aperture

Dark field imaging

Alden et al., PNAS (2013)

Real space image of reconstructed 
AB/BA moire domains



Lattice Shift Vector: Order Parameter for Relaxation Process

Define Lattice Shift Vector: 

u =  [R(upper layer) – R(lower layer)]unit cell

We also define u = 0 for untwisted sample and u = 0 for a AA site as a rotational center.

Unrelaxed

Following Alden et al., PNAS (2013)

Shift vector: u

Order parameter
Configuration space
(periodic unit cell)

Local Relative Displacement

2D Periodicity in configuration space

Order parameter maps of unrelaxed lattice

Intensity corresponds to distribution densities



Burgers Vector for Moire Boundaries in TBG

200 nm

AB
BA

AB BA

Domain Boundary Coloring by Burgers Vector

50 nm

Dark field TEM/ Atomic-resolution Scanning TEM

1

2

3

Electron diffraction

1

2

3

Second Order Brag Peak 
Dark field imaging

After the lattice relaxation, AA site is a 

junction for three dislocation lines intersect!



Topology of Moire Network
Second Order Dark Field Image:
Highlighted dislocation lines
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R. Engelke et al., arXiv:2207.05276,

• NAV are topological objects. They can be only 
removed through the boundaries of the samples.

• NAV density is proportional to local twisting angles

Nonabelian vortices (NAV)



Vortex and Anti-Vortex Pair

2

FIG. 1. Topology of uniform strain patterns applied to a graphene bilayer. Top: Displacement vector fields between
layers (u(r)) for five types of uniform strain applied to only the top layer of a graphene bilayer. Clockwise rotation (CW),
counter clockwise rotate (CCW), isotropic expansion, and uniaxial/shear strain. Note that uniaxial and shear strain are actually
the same displacement field, just rotated 45� relative to one another. Bottom: Local configuration between the layers as a
function of space, using the standard coloring scheme. Both rotations and uniaxial expansion cause vortex structures (clockwise
RBG around 6-fold nodes), while the uniaxial/shear strains cause antivortex structures (clockwise RGB around 6-fold nodes).
Note that although the uniaxial and shear fields are 45� rotations of one another, their configuration space maps rotate 90�!!
The real-space displacements of anti-vortices are a double cover of the configuration space information?

gle of the domain-wall lines. It should be noted that
by “angle” of the domain-wall lines, we mean relative to
the bottom layer’s lattice (because we are not perturb-
ing it!). Simply do cos(�)M✓ + sin(�)M↵ for vortices,
or cos(�)M�1 + sin(�)M�2 for antivortices (Fig. 2). If
one mixes vortex with antivortex generators, the domain
structures will become oblong (e.g. no longer equilateral
triangles). If one mixes a vortex matrix with an equal
strength antivortex matrix (say, ↵ = �2), one will get
only straight dislocation lines between the layers (Fig.
2). So while the mixing of the vortex (antivortex) matri-
ces alone controls the relative angle of the domain-walls
with respect to the lattice (�), mixing vortex and an-
tivortex matrices will control the relative angle of the
domain-walls with one another (e.g. the angle of vertices
in the white triangular domains).

III. FINDING THE VORTEX-ANTIVORTEX
PAIR

In existing experimental TEM data of TBLG, no “an-
tivortices” have ever been seen to my knowledge. This
has a simple explanation: the antivortices are only gen-
erated by uniaxial or shear strain, which is energy un-
favorable even in a monolayer. To see true domain-wall
solitons, this uniaxial strain would have to be further
confined into narrow regions, greatly increasing the en-
ergy cost. However, the vortices are everywhere (and
the original motivation for our study) because they can
be formed by a rotational strain which has no internal
(monolayer) straining energy associated with it. To go

further, this global rotation straining can be achieved
and controlled during the fabrication process, so if we
want to see an “antivortex” we need to find a two-layer
system that shows natural uniaxial strain.

A solution would be to put a material with a square
lattice on top of a material with a slightly rectangular
lattice. This will cause a global displacement vector field
similar to that of uniaxial strain in a bilayer, but will
have no internal strain energy associated with it. Even
more exciting, we can still control the twisting angle, and
thus can check the interplay between a vortex matrix
(M✓) and antivortex matrix (M�1) (See Figs. 2 and 3).
If we tune ✓ correctly, we should be able to transition
smoothly between a system of uniform vortices (✓ > �1)
and a system with uniform antivortices (✓ < �1). In this
intermediate region (✓ ⇡ �1) vortex-antivortex physics
should occur! The twisting angle would thus control the
form of a rich topological domain network.

IV. COMPUTING THE LOCAL STRAIN

For an inhomegeneous system, without uniform strain,
as in Fig. 3, if the local displacement field u(r) is known
it is easy to calculate the gradient matrix uij . Each uij

can be decomposed into its rotational, isotropic, uniax-
ial, and shear strain components. With this information,
one can estimate the expected density of vortices or an-
tivortices in any given region.

Vortex/Antivortex structure of Burgers vectors in misaligned 2D bilayers:
Domain-wall engineering via rotation and strain

Stephen Carr and collaborators
(Dated: August 30, 2019)

I. INTRODUCTION

Motivated by topological vortex/antivortex descrip-
tions of emergent domain-wall structures in condensed
matter systems, we wish to apply a similar rigor to the
case of relaxed twisted bilayers. However, most vor-
tex/antivortex systems previously studied have a config-
uration space that is isomorphic to C, the complex plane,
with a physically motivated “zero”. In superconductivity,
the parameter is the BCS wavefunction, with both a pair
density (radius) and phase (angle). In multiferroic sys-
tems, the parameter is a small tilting of a plane of atoms,
with a tilting distance (radius) and angle. An energy con-
sideration allows one to simplify both of these problems
by assuming a fixed distance in configuration space from
the high-energy “zero” point, reducing the physics to the
structure of a circle, U(1). One can then define vortices
and antivortices in experimental devices by looking at
the U(1) winding of the order parameter in space.

The bilayer systems also have a two-dimensional con-
figuration space, but it is NOT isomorphic to the complex
plane. Instead, it is the 2D torus, T 2, which leads to a
number of complications. The main problem is that it
is no longer sensible to reduce the problem to U(1). We
find that under energy considerations, our problem will
reduce to the mathematical structure of the free group
of order n, Fn, where n depends on the stacking-fault
energy profile of the bilayer of interest. This yields a
much more complicated picture of topological winding
numbers compared to U(1), but still gives new insight
into understanding misaligned moiré heterostructures.

II. ATOMIC GEOMETRY AND UNIFORM
STRAIN FIELDS

The i’th layer has atomic positions rn, given by rn =
Ain for n 2 Z2 and Ai the unit-cell of the layer. For
bilayers the two unit-cells are identical and the system
begins in an aligned low-energy state (Bernal stacking in
the case of bilayer graphene). Now consider some uni-
form strain applied to the top layer only. It perturbs the
positions of atoms on the top layer and causes the local
stacking to now vary in space. This variation in local
stacking in space, u(r), is a physical observable whose
structure we want to understand. If you translate the
top layer by a unit cell vector, the system returns to
itself and thus u is unchanged. Thus u must be mathe-
matically described by the torus, T 2.

The displacement vector u takes the following form
under weak uniform strains:

u(r) =

✓
1+

@ui

@rj

◆
r. (1)

The 2⇥ 2 matrix @ui/@rj ⌘ uij has four independent
variables. We will take a hint from continuum elasticity
and study four independent forms of the uij matrix:

✓
cos(✓)� 1 � sin(✓)
sin(✓) cos(✓)� 1

◆
Rotation

✓
↵ 0
0 ↵

◆
Isotropic

✓
�1 0
0 ��1

◆
Uniaxial

✓
0 �2

�2 0

◆
Shear

(2)

These four linearly independent matrices (M✓, M↵,
M�1 and M�2) can generate any uij matrix. In the small
angle limit the rotation matrix can be approximated as
anti-symmetric, and so each matrix is either diagonal or
off-diagonal with a positive or negative sign between pa-
rameters. The �1 and �2 parameters are related, as the
uniaxial and shear strain matrices transform into one an-
other under a 45� rotation of the coordinate system. This
is because the rotation and isotropic strain matrices are
rotationally symmetric one-dimensional representations,
while the uniaxial and shear matrices together form a
two-dimensional representation of the uij matrix.

The realspace displacement and configuration-space
colorings for each of these matrices can be seen in Fig. 1.
The first take away is that both the clockwise and coun-
terclockwise rotations give identical configuration-space
colorings. This makes it clear that the “vortex” and “an-
tivortex” topology of a twisted 2D system are NOT de-
scribed by the handedness of the rotation. The rotation
and expansion/compression matrix yield vortices (RBG
sequence going clockwise around an AA spot). The two
strain matrices (�i) yield antivortices (RGB sequence go-
ing clockwise around an AA spot).

These four matrices can of course be combined with
one another. By looking at the configuration space
colorings of Fig. 1, it is clear that the rotation and
isotropic strains are related to one another by a 90� ro-
tation in configuration space (look at the direction of
the red lines). Similarly, the uniaxial and shear strains
are also related by 90�. Thus, with complete control of
the straining field one can create a uniform number of
vortices or antivortices with arbitrary density and an-
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Vortices and Antivortices in mixed 
(shear + rotation) elastic deformation

R. Engelke et al., arXiv:2207.05276,



500 nm

Vortex: rgbrgb,    antivortex: rbgrbg

antivortex

vortex

Realization of Vortex and Anti-Vortex Pair

For uniformly twisted region:
Vortex density ~ twisting angleVortice-anti vortices may coexist when there is 

competition between different strain components

R. Engelke et al., arXiv:2207.05276,



Broken Mirror Symmetry and Spontaneous Dipoles 

J. Sung et al., Nature Nano 2020 (Collaboration with Park and Falko’s Groups)

MoSe2/MoSe2 near 0 degree

AB
BA

Interlayer dipole moment due to charge transfer!

Arrays of alternating dipole moment interlayer 
to broken mirror/inversion symmetry in the AB 
and BA domains.

Electric Field Dependent Photoluminescence

17 
 

 
Fig. 3: Periodic exciton and doping landscape in reconstructed superlattice. A) Side view of 
AB and BA domains. Maroon and orange boxes indicate type I and II locations, respectively. In 
type I locations, excitons have lower energy due to stronger interactions with holes and a smaller 
optical band gap. B) Schematic of band structure at the K-point in AB and BA domains, for top 
and bottom layers. The BA (AB) domains have a higher VBM in the top (bottom) layer, and are 
thus preferentially p-doped. C-D) Schematic of the two-dimensional triangular exciton array. For 
clarity, only excitons in the top layer are shown. When 𝜆𝜆m is large (C), type II excitons are 
unable to move to other domains before recombining, resulting in an array of spatially 
alternating emission energies. In the case of smaller 𝜆𝜆m (D), type II excitons can move to other 
domains to form lower-energy (type I) excitons (final positions indicated by faded exciton), 
causing predominantly type I emission.  

  



Ferroelectric and Anti-ferroelectric

THEORY OF ANTIFERROELECTRIC CRYSTALS

transition and Fig. 4(b) just above it. A decrease in
the value of the polarization is observed with little
change in coercive force. Midway between the two
transitions, the polarization has increased and the
coercive force decreased, as shown in Fig. 4(c). Just
below the Curie temperature, Fig. 4(d), the polarization
is nearly double its low temperature value. At 472',
Fig. 4(e), the trace is an elhpse and when compensated

for dielectric loss becomes a single line. Values of the
saturation polarization have been estimated from these
photographs and the calibrating data to be 0.9Xi0—'
coulombs/cm' at room temperature and 3.8 just below
the curie temperature.
It is clear from the work reported here that sodium

and potassium niobates are ferroelectric and are com-
parable with the more thoroughly investigated BaTi03.
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Theory of Antiferroelectric Crystals
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An antiferroelectric state is de6ned as one in which lines of ions in the crystal are spontaneously polarized,
but with neighboring lines polarized in antiparallel directions. In simple cubic lattices the antiferroelectric
state is likely to be more stable than the ferroelectric state. The dielectric constant above and below the
antiferroelectric curie point is investigated for both erst- and second-order transitions. In either case the
dielectric constant need not be very high; but if the transition is second order, e is continuous across the
Curie point. The antiferroelectric state will not be piezoelectric. The thermal anomaly near the Curie point
will be of the same nature and magnitude as in ferroelectrics. A susceptibility variation of the form C/(T+p)
as found in strontium titanate is not indicative of antiferroelectricity, unlike the corresponding situation
in antiferromagnetism.

I. INTRODUCTION
N the ferroelectric state a crystal exhibits a spon-

- ~ taneous electric polarization. We de6ne the anti-
ferroelectric state as one in which lines of ions in the
crystal are spontaneously polarized, but with neigh-
boring lines polarized in antiparallel directions, so that
the spontaneous macroscopic polarization of the crystal
as a whole is zero. We exclude molecular crystals from
the present discussion, and we do not explicitly con-
sider antiferroelectric arrays in which more than two
sublattices are involved. It is not yet certain that reali-
zations of antiferroelectrics have been observed, ' as it
has not previously been known how to recognize them
correctly.
In ferroelectrics the occurrence of spontaneous polar-

ization is believed at present to be the result of a
Lorentz catastrophe in which the constant of propor-
tionality connecting the applied electric Geld with the
polarization exhibits a singularity. Illuminating contri-
butions to the theory of the eGect have been made, in
particular by Wul, ' Devonshire, ' and Slater. ' It would
' Private communication from Professor B.T. Matthias; I am

also indebted to Professor P. Scherrer for a discussion of possible
realizations. Pote ie proof: Kehl, Hay, and %ah1 have recently
observed by x-ray methods the occurrence of an antiferroelectric
arrangement in tungsten trioxide crystals above 750'C (private
communication from G. Jeffrey).
s B.Wul J.Phys. U.S.S.R. 10, 95 (1946),V. Ginsburg, J. Phys.

U.S.S.R. 1, 107 (1946).
s A. F. Devonshire, Phil. Mag. 40, 1040 (1949).' J. C. Slater, Phys. Rev. 78, 748 (1950).

appear to be quite possible for an antiferroelectric
arrangement of dipole moments to be produced by a
somewhat generalized form of the Lorentz catastrophe.
We shall speak throughout of crystals (such as perov-
skites) in which speci6cally quantum-mechanical effects
are not of major importance.
%'e need only consider an arrangement of highly

polarizable ions located at the lattice points of a simple
tetragonal lattice with an axial ratio' c/u«1, so that
the structure may be thought of as constructed of lines
of atoms parallel to the c-axis. Because of the geometry
of dipolar fields, ions in the same line will tend to be
polarized parallel to each other, but the sense of
adjacent lines will be opposite. '
In looking for realizations of antiferroelectricity in

' Actually as we know from the work of J.A. Sauer and A. N. V.
Temperley Proc. Roy. Soc. (London) A176, 203 (1940)j and
J.M. Luttinger and L. Tissa LPhys. Rev. 70, 954 (1946)j, even in
a simple cubic crystal (c=e) the alternating polarized line arrange-
ment of dipoles is the lowest state. This is just our antiferroelectric
arrangement. Calculations for barium titanate currently being
made by Mr. M. H. Cohen suggest that almost exactly the same
polarizabilities as lead to a ferroelectric catastrophe in BaTi03
would also lead to an antiferroelectric catastrophe. The observed
ferroelectricity may be the consequence of short-range interactions.
6%e may of course discuss by methods similar to those em-

ployed in the present paper the case of "quasi-ferroelectricity, "in
which diferent types of ions are spontaneously polarized in
diferent directions, but still give a net macroscopic polarization.
The ferromagnetic analog of this condition actually occurs in
the ferrites and perhaps in other compounds, as suggested by
Guillaud and Noel. Jonkers and van Santen LScienee 109, 632
(f949)jhave suggested that this situation may obtain in barium
titanate.

Antiferroelectric state of PbZrO3

Brillouin zone, using IXS technique. First, we addressed the low-
frequency spectra of lattice vibrations for wave vectors close to
the S direction of the Brillouin zone, containing the S and G
points. We found the TA branch with polarization along [!1,1,0]
to be of anomalously low frequency (energy) and heavily damped
for all the wave vectors in the S direction (Fig. 2a). Remarkably,
such a low energy of the branch in the interior of the Brillouin
zone coexists with the ‘normal value’ of the corresponding sound
velocity obtained from our Brillouin light scattering data, shown

as the dashed line in Fig. 2a. For other wave vectors and polar-
izations, the situation is not striking—the phonons are weakly
damped and have ‘normally large’ frequencies (Supplementary
Figs S2 and S3, Supplementary Note 2). Apparently, the spectrum
of the in-plane polarized TA mode is strongly anisotropic:
once the wave vector deviates from the S direction, its frequency
increases steeply, and a ‘valley’ is seen along the S direction when
the mode frequency is plotted against the wave vector in the (001)
plane (Fig. 2b).
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Figure 1 | High-temperature structure of PbZrO3 and the main modes of its distortion. (a) Unit cell of lead zirconate in the cubic phase. (b) The
G-point polar mode controlling the dielectric anomaly (shown schematically for one of the possible orientations of its dipole moment). (c) Lead
displacements in the S mode. (d) Oxygen-octahedron rotations in the R mode. Directions of the cubic crystallographic axes in the ab plane are shown as
dotted lines. In c and d, the projections of the orthorhombic unit cell onto the ab plane are shown.
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Figure 2 | Dispersion of the TA phonons in lead zirconate in the cubic phase evaluated from the data on the inelastic X-ray scattering and Brillouin light
scattering. (a) Dispersion curves for the phonons, propagating in S direction (q¼ (q,q,0)) of the reciprocal space and polarized in (0,0,1) plane: blue circles
" 780K, red squares " 550K (X-ray scattering data). Errorbars correspond to 95% confidence interval. The dashed line indicates the slope of the dispersion
curves in the vicinity of the G point, extracted from Brillouin light scattering data (Supplementary Fig. S4, Supplementary Note 3). Comparison of the X-ray and light
scattering data suggests that the phonon energy is anomalously low in the interior of the Brillouin zone. (b) Dispersion surface for the lowest TA phonons,
propagating and polarized in the (0,0,1) lattice plane at 780K. The wave vectors are measured in the units of the reciprocal cubic lattice constant a*¼ 2p/a.
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Atomic scale anti-ferroelectric versus
Moire scale anti-ferroelectric domains?
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Various Ferroelectric Behaviors



Ferroelectricity in vdW Hetero/homostructures
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A few layer WTe2

Twist Bilayer hBN

M Vizner Stern et al., Science 372, 1462 (2021)

the three nearly commensurate stacking con-
figurations (AB, BA, AA) appear at adjacent
positions in space. Notably, this picture breaks
for a sufficiently small twist angle as a result
of structural relaxation processes, as shown
by our molecular dynamics calculation based
on dedicated interlayer potentials (Fig. 1C)
(17, 18). Instead, the system divides into large
domains of reconstructed commensurate AB
and BA stackings separated by sharp incom-
mensurate domain walls that accommodate
the global twist (fig. S3, A and B) (19–22). Not-
ably, near the center of the extended commen-
surate domains, perfectly aligned configurations
are obtained with no interlayer twist. In the
experiments, we also introduce a topographic
step at the interface between the flakes. A step
thickness of an odd number of layers guaran-
tees antiparallel stacking (AA', AB1', or AB2')
on one side and parallel stacking (AA, AB, or
BA) on its other side (Fig. 1D). Thus, one can
compare all possible configurations at adja-
cent locations in space.
To measure variations in the electrical po-

tential, VKP, at surface regions of different
stacking configurations, we place the h-BN
sandwich on a conducting substrate (Si/SiO2,
graphite, or gold) and scan an atomic force
microscope (AFM) operated in a Kelvin probe
mode (KPFM) (Fig. 2A) (17). The potentialmap
above the various stacking configurations is

shown in Fig. 2B. We find clear domains (black
and white) of constant VKP, extending over
areas of several squaremicrometers, which are
separated by narrow domain walls. Dark gray
areas of average potential are observed above
(i) positions where only one h-BN flake exists
(outside the dashed yellow line); (ii) above two
flakes but beyond the topographic stepmarked
by dashed red lines in Fig. 2B (and topography
map fig. S2), as expected; and (iii) beyond
topographic folds that can further modify the
interlayer twist angle (dashed green lines).
These findings confirm that white and black
domains correspond to AB and BA interfacial
stacking that host a permanent out-of-plane
electric polarization. Such polarization is not
observed at the other side of the step, where
centrosymmetric AA', AB1', AB2' configura-
tions are obtained, or at the AA configuration
expected at domain-wall crossings (blue dots
in Fig. 1C). Sufficiently far from the domain
walls (toward the center of each domain), a
constant potential is observed with a clear dif-
ference DVKP between the AB and BA domains,
as shown in Fig. 2C. Whereas KPFMmeasure-
ment nullifying the tip response at the electric
bias frequency gives an underestimated po-
tential difference of DVKPe100mV because of
averaging contributions from the tip’s canti-
lever (17), more quantitative measurements
obtained through sideband tip excitations yield

DVKP values ranging between 210 and 230 mV
for both closed-loop scans and local open-loop
measurements (fig. S1). Similar values are mea-
sured for several samples with different sub-
strate identities and various thicknesses of the
top h-BN flake (for flakes thicker than 1 nm),
and when using different AFM tips. These
findings confirm that DVKP is an independent
measure of the intrinsic polarization of the
system that, in turn, is confined within a few
interfacial layers.
Although our force field calculations for

slightly twisted bilayer h-BN show a uniform
triangular lattice of alternating AB and BA
stacked domains (Fig. 1C), in the experiment
we observe large variations in their lateral
dimensions and shape. This indicates minute
deviations in the local twist, which are un-
avoidable in the case of small twist angles
(19–22). Specifically, the ~1-mm2 domains in
the left part of Fig. 2B correspond to a global
twist of less than 0:01° (23). In addition, any
external perturbation to the structure, caused
either by transferring it to a polymer, heating,
or directly pressing it with the AFM tip, usually
resulted in a further increase in domain size.
In a few cases, high-temperature annealing
resulted in a global reorientation to a single
domain flake, many micrometers in dimen-
sions. This behavior confirms the metastable
nature of the AB/BA stacking mode, as well
as the possible superlubric nature of the in-
terface (24, 25). At the other extreme, much
smaller domains are observed in the top right-
hand section of Fig. 2B. The smallest triangle
edge that we could identify over many sim-
ilar flakes was 60 nm in length, which corre-
sponds to a twist angle of 0:24°. We therefore
conclude that, below this angle, atomic re-
construction to create untwisted domains is
energetically favored. Naturally, this consti-
tutes a lower bound on the maximal angle for
domain formation as smaller domains below
our experimental resolutionmay form at larger
twist angles.
To trace the microscopic origin of the mea-

sured polarization, we performed a set of den-
sity functional theory (DFT) calculations on
finite bilayer and quad-layer h-BN flakes. For
the finite bilayer calculations, we constructed
two model systems, where hydrogen passi-
vated h-BN flakes of either 1 or 3nm2 surface
area are stacked in the AB stacking mode
(fig. S4). The calculated polarizations per unit
area, Pz=A , of these systems were 0.55 and
0.45 Debye=nm2, respectively (black triangles
in Fig. 2D), pointing perpendicular to the in-
terface only (table S1). Because edge effects
may influence the results of such finite system
calculations (17) (fig. S4), we performed com-
plementary laterally periodic system calcu-
lations at various thicknesses. The detailed
methods used for these calculations are dis-
cussed in (17). For the AB stacked periodic
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Fig. 2. Direct measurement of interfacial polarization. (A) Illustration of the experimental setup. An
atomic force microscope is operated in Kelvin-probe mode to measure the local potential modulation, VKP, at
the surface of two 3-nm-thick h-BN flakes, which are stacked with a very small twist angle. (B) VKP map
showing oppositely polarized domains of AB/BA stacking (black and white), ranging in area between ~0.01
and 1 mm2 and separated by sharp domain walls. (C) Surface potential measured along the purple line
marked in (B) by first-harmonic KPFM. (D) DFT calculations of the polarization, Pz, per unit area obtained for
finite h-BN bilayer flakes of different lateral dimensions (1:1 and 2:9 nm2, black triangles) and for laterally
periodic stacks made of 2 to 10 layers (marked as PBC, green square). The red star marks the polarization
value evaluated from the measured DVKP data. (E) Calculated polarization for different interlayer shifts.
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by aligning the top hBN over the single-layer terrace, one can
probe both parallel and antiparallel configurations on the same
sample, as illustrated in Fig. 2a—BA stacking on the left side and
ABʹNN stacking on the right side. Figure 2b, c shows AFM and
EFM images for a sample with top-hBN aligned over a monolayer
step indicated with the dashed yellow line. The topography image
in Fig. 2b shows that the terrace is formed by a monolayer
(h ≈ 0.33 nm). In the corresponding dc-EFM image (Fig. 2c), we
observe a clear triangular pattern on one side of the terrace which
cuts off sharply at the terrace edge, with no periodic signal on the
other side. This suggests that periodic domains are possible only
for one orientation type, either parallel or antiparallel. We repe-
ated this experiment on several samples, confirming the gen-
erality of the observation (Supplementary Figs. 4 and 6). To
corroborate this further and rule out the possibility that mono-
layer terraces facilitate a rotation or some other changes that
prevent the observation of the charge-polarized domains on one
of the sides of monolayer steps, we also fabricated samples with
bilayer terraces (h ≈ 0.66 nm). This crystallographic arrangement
is shown schematically in Fig. 2d. It is clear that bilayer steps
should make alignment identical in the neighbouring regions
(Fig. 2d shows the case of BA stacking). In agreement with the

expectations, we found the ferroelectric domains on both sides of
bilayer steps with no difference in the contrast (Fig. 2e, f).

It is important to note that the observed potential contrast is
independent of the superlattice periodicity, as shown in Fig. 3f.
The contrast remained constant down to the smallest domains, of
~30 nm in size, that we could detect within our lateral resolution
(‘Methods’ and Supplementary Fig. 8). This observation rules out
the possibility that the potential pattern can arise from piezo-
electricity effects as a result of in-plane deformation, as reported
for hBN previously12. Indeed, the piezoelectric charge should be
proportional to the strain gradient37 and, accordingly, strain
variations are expected to decrease with increasing the domain
size, in contrast to the experimental results. Our analysis also
shows that strain gradients and thus the piezoelectric charge
should be localized at the domain edges (Supplementary Fig. 10).
Furthermore, the observed contrast was found to be practically
independent of the thickness of top and bottom hBN crystals for
the investigated range of thicknesses. We detected the contrast in
all our samples with top hBN ranging from a monolayer up to 18
layers (6 nm) whereas bottom hBN was up to 80 nm thick. This
independence is of practical importance because it greatly
simplifies access to the charge-polarized twisted superlattices,

Fig. 1 Electrostatic imaging of charge polarization in marginally twisted hBN. a Illustration of six high-symmetry stacking configurations for the hBN–hBN
interface. Nitrogen atoms are shown in red; boron atoms in blue. b Schematic of adjacent hBN atomic layers (red and grey) misaligned by a small angle, θ.
Dark and light triangles represent predominantly AB and BA regions, respectively. c Schematic of our experimental setup. Red and grey hexagonal lattices
are in the top and bottom hBN, respectively. A voltage bias is applied between the AFM probe and the silicon substrate. Inset: representative dc-EFM
curves as a function of the applied dc bias in two adjacent triangular domains. The horizontal shift of the maximum of the curves yields the variation in
surface potential, ∆Vs, between the domains. d Representative dc-EFM image (phase) of twisted hBN showing large areas with triangular potential
modulation. Changes in domains’ shape and periodicity are due to small changes in θ caused by irregular strain and the wrinkles seen in the corresponding
AFM topography image in e. The top hBN crystal has 4-, 8- and 12-layer thick regions. f Zoom-in of a region in d with regular domains.
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the inversion symmetry broken in the mono-
layer. However, if two BN monolayer sheets
are stacked without rotation (parallel stack-
ing, P), it has been theoretically (26, 27) and
experimentally (28–31) shown that polar AB
or BA stacking orders (Fig. 1, B and C, re-
spectively) are formed. These configurations
are local energy minima in a parallel-stacked
form and are realized as metastable crystal
structures (26, 27). In AB (BA) stacking, the
B (N) atoms in the upper layer sit above the
N (B) atoms in the lower layer while the N (B)
atoms in the upper layer lay above the empty
site at the center of the hexagon in the lower
layer. The vertical alignment of the 2pz orbitals
of N and B distorts the orbital of N, creating an
electric dipolemoment (fig. S3). As a result, AB
and BA stacking will exhibit out-of-plane po-
larization in the opposite directions (25).
We demonstrate the polarization of AB-

stacked bilayer BN by vertical piezoelectric
forcemicroscopy (PFM).We fabricated nearly
0° bilayer BN devices by using the “tear and
stack”method, where half of a monolayer BN
flake is picked up and stacked on top of the
remaining half (32, 33). In twisted bilayer BN,
lattice relaxation leads to the formation of a
moiré pattern consisting of AB and BA lattice
networks with topological defects (AA regions),
as in the case of twisted bilayer graphene and
TMDs (Fig. 1D) (34–36).However, unlike twisted
bilayer graphene, the low crystalline symmetry
of BN creates a distinctive moiré pattern with
staggered polarization in the AB and BA do-
mains (25). PFMmeasurements on a small-
angle twisted bilayer BN show a triangular
pattern with finite contrast between the ad-
jacent triangles (Fig. 1, E and F), whereas no
moiré pattern is observed in the topographic
image (fig. S6). The different piezoresponse
in the AB and BA domains evidences the op-
posite out-of-plane polarizations in these
domains. In a larger area scan (figs. S7 and
S8), the periodicity of the triangular pattern
varies at wrinkles and bubbles as the rota-
tional angle changes. The triangular contrast

does not show up in themonolayer BN region,
confirming the interlayer interaction origin of
the polarization (figs. S7 and S8). The stacking
order–dependent out-of-plane polarization pre-
sents the interesting possibility that the polar-
ization can be switched by an in-plane interlayer
shear motion of one-third of the unit cell (25),
which is distinct from the switching mech-
anism of conventional ferroelectrics (1).
To study the change of the polarization

under the electric field, we fabricated dual-
gated vdW heterostructure devices composed
of metal top gate (Au/Cr)/hBN/graphene/0°
parallel stacked bilayer BN (P-BBN)/hBN/
metal bottom gate (PdAu) (e.g., device P1), as
schematically shown in the inset of Fig. 2A.
Zero-degree stacking of P-BBN allows the en-
tire region to be a single domain of AB or BA
stacking without forming the moiré pattern.
Here, the graphene sensitively detects the extra
charge carriers induced by the polarization of
P-BBN. Figure 2A shows the resistance of the
graphene sensor as a function of the top gate
voltage, VT (for both forward and backward
gate sweep directions), which exhibits a typical
maximum without hysteresis. By contrast, the
forward and backward scans of the resistance
versus thebottomgate voltage,VB (Fig. 2B) shows
hysteresis, exhibiting maxima at about 0.10 and
0.12 V/nm for the backward and forward scans,
respectively. In addition, we observe a resis-
tance step at around 0.20 V/nm in the forward
scan, as displayed in the inset. As discussed
later, this bistability is attributed to the polari-
zation switching of P-BBN by the applied elec-
tric field.
Dual-gate scanning allows independent con-

trol of the carrier density of graphene and the
electric field across the P-BBN, because the
top gate primarily changes the former (figs.
S10 and S11), whereas the bottom gate changes
both. In a standarddual-gated graphenedevice,
ameasurement of the resistance versus the top
and bottom gate voltages results in a single
diagonal feature, a maximum resistance ridge,
corresponding to the charge neutrality condi-

tion. The diagonal feature stems from the fact
that the induced carrier density follows the
equation n = ehBN(VB/dB + VT/dT)/e, where
ehBN is the dielectric constant of hBN, dB (dT)
is the distance between graphene and the bot-
tom (top) gate electrode, and e is the elemental
charge. By contrast, two parallel-shifted diag-
onal lines are observed in a dual-gate scan for
our P-BBN device (Fig. 2C). The shift reflects
an abrupt change in the induced carrier den-
sity, DnP, caused by the switching of the elec-
tric polarization of P-BBN: As the polarization
switches from up (BA stacking) to down (AB
stacking) at VB/dB = −0.06 V/nm, the total in-
duced carrier density changes from ehBN(VB/
dB +VT/dT)/e + DnP to ehBN(VB/dB +VT/dT)/e −
DnP, leading to the shift of the charge neu-
trality resistance peak. Similarly, the forward
scan of the bottom gate shows the polariza-
tion switching from down to up at VB/dB =
0.16 V/nm (Fig. 2D). Notably, the resistance
measured using the lower voltage contacts
exhibits an intermediate, two-peak behavior
during the switching (Fig. 2E). This indicates
the coexistence of micrometer-scale AB and
BA domains and provides a hint to the dynam-
ics of polarization switching. Namely, the do-
main wall is pinned in the middle of the Hall
bar at around VB/dB = 0.13 V/nm, followed by
the depinning at around VB/dB = 0.16 V/nm.
To further investigate the ferroelectric prop-

erties of P-BBN,wemeasured the carrier density
nH of graphene extracted from Hall resistance
measurements (Fig. 2F). Hysteretic behavior
with an abrupt jump in nH is observed when
sweeping VB, which is attributed to the ferro-
electric switching. The subtraction of the for-
ward and backward sweeps gives a magnitude
of 2DnP, which equals 3.0 × 1011 cm−2 (Fig. 2G).
This value is consistent with 2DnP = 2.6 ×
1011 cm−2 estimated from the horizontal shift
of the charge neutrality resistance peak in the
dual-gate scan (Fig. 2, C to E). DnP allows us to
calculate the magnitude of the polarization of
AB-stacked bilayer BN. According to a simple
model calculation (see fig. S14 for details), the

Yasuda et al., Science 372, 1458–1462 (2021) 25 June 2021 3 of 5

Fig. 3. Ferroelectric switching in twisted bilayer
BN. (A) Resistance Rxx of device T1 as a function of
VB/dB and VT/dT. The insets show schematic
illustrations of the domain configurations. We
repeatedly scanned VT/dT (fast scan, solid arrow)
while gradually changing VB/dB (slow scan,
dashed arrow). VB/dB is changed in the backward
direction starting from +0.42 V/nm. The size of the
domain is not to scale. (B) Spatial average of
polarization of bilayer BN, Ph i, estimated from the
two-peak fitting as a function of the applied electric
field VB/dB for a twisted device, T1 (solid lines),
and a nontwisted device, P1 (dashed lines). The
blue and red curves are backward and forward scans,
respectively. Ph i of device P1 is estimated by taking
the average of the polarization measured with the upper voltage contacts and the lower voltage contacts. We expect that small, but finite, AB (BA) regions remain,
even at Ph i ¼ 1 "1ð Þ, in a twisted device as depicted in the insets of (A), although they are too small to be clearly detected with our resistance measurement scheme.
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• Noncentrosymmetric

• Formation of polar domains

Atomically thin group-IV monochalcogenide 

K. Chang et al., Science 353, 6296 (2016)

Being a vector, P has a magnitude P, an orientation, and a
sense of direction. SHG can tell orientation only, while two-
terminal electric measurements and STM [see Figs. 2(b)–2(e)]
can determine both orientation and sense of direction. These
three techniques require additional calibration to uncover the
magnitude (P), whose calculated values are listed in Table IV.
Similar to Figs. 2(b)(v) and 2(b)(vi), which show band

bending of SnTe MLs on STM topography images, SnSe ML
nanoplates display the band bending seen in Fig. 3(c) as a
result of bound charges accumulated at the nanoplates’ edges,
reflecting the in-plane polarization P of these 2D ferro-
electrics. The direction of P for SnSe and SnTe MLs
[indicated by arrows with a P label in Figs. 2(b) and 3(b)–
3(e)] is identified by band bending at the nanoplate edges, and
by the difference of lattice parameters a1 and a2 as extracted
from atomically resolved STM images. Stripe-shaped ∼90°
“head-to-tail” domains are observed in SnTe monolayer plates
in Fig. 3(b) (Chang et al., 2016), while 180° domains are
formed in SnSe MLs (Chang et al., 2020). The different type
of domains formed in SnSe and SnTe MLs has to do with a
lattice commensuration of SnSe MLs on graphene (Chang
et al., 2020). A decrease of Sn vacancy concentration by 2 to 3

orders of magnitude was found in SnTe MLs with respect to
bulk values (Chang et al., 2016). Electronic band gaps of SnSe
and SnTe MLs (obtained by the determination of the valence
and conduction band edges via dI=dV measurements) are
listed in Table VII.
Band bending disappears in SnTe MLs at 270 K (Chang

et al., 2016), but it can still be observed at 300 K in SnSe
MLs, implying a robust in-plane ferroelectricity at room
temperature in 2D SnSe. According to variable temperature
dI=dV mapping experiments, Tc reaches 380–400 K for SnSe
MLs, a promising magnitude for room-temperature applica-
tions. A theoretical description of thermally driven structural
transformations of these MLs can be found in Sec. VII.

IV. SWITCHING THE DIRECTION OF P ON O-MX MLs:
DEMONSTRATING FERROELECTRIC BEHAVIOR

O-MX MLs can be considered ferroelectrics only if their
intrinsic electric polarization can be controllably switched by
an external electric field. For this purpose, a two-terminal
device was built by adding silver contacts to the SnS ML
grown on mica, and the current ID was measured as the drain
bias VD was swept from −1 V to 1 V, then back to −1 V. The
result, shown in Fig. 4(a), demonstrates the ferroelectric
resistive switching of SnS MLs.
In addition, the ferroelectric domains of SnSe MLs can be

switched and domain walls moved by applying bias voltage
pulses onto the graphene substrate away from a SnSe nano-
plate as schematically laid out in Fig. 4(b). Figure 4(c)
demonstrates the consecutive manipulation of 180° domains
in a SnSe ML nanoplate. Demonstrating ferroelectric control,
the polarization of the entire plate can be reversed by this
approach. Statistical studies suggest a critical in-plane electric

FIG. 4. (a) Ferroelectric resistive switching of a SnS ML on
mica via source-drain bias. From Higashitarumizu et al., 2020.
(b) Ferroelectric switching of a SnSe ML is achieved by bias
voltage pulses VP applied on the STM tip at a point on the
graphene substrate close the SnSe ML plate. (c) Consecutive
dI=dV images along a ferroelectric switching sequence of a SnSe
ML at room temperature. The pulses were applied at the point
indicated by a cross on the leftmost panel, and white dashed lines
indicate a 180° domain wall. Adapted from Chang et al., 2020.
(d) Ferroelectric switching of a SnTe ML by a STM tip. From
Chang et al., 2016.

FIG. 3. (a) Atomic force microscopy topographic image of a
SnS ML on mica. From Higashitarumizu et al., 2020. (b) STM
topography of a SnTe ML nanoplate on epitaxial graphene, with
head-to-tail 90° domains having an intrinsic polarization P
indicated by arrows. From Chang et al., 2016. (c) Low temper-
ature dI=dV spectra across the dashed arrow in the inset for a
SnSe ML nanoplate on graphene. (d),(e) Room-temperature STM
topography and dI=dV for the SnSe ML: higher dI=dV implies a
larger electronic charge. From Chang et al., 2020.
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What is the microscopic picture of domain reversing?



Dynamics of Domain Polarization Switching
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Reversal domain nucleation

Hysteretic domain dynamics 
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Summary and Outlook

Domain engineering for topological transition between ferroelectric and anti-ferroelectric might be possible. 


